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FOREWORD 

This document summarizes the  r e s u l t s  o f  a va r ie t y  o f  t es ts  designed t o  

demonstrate and evaluate the performance of several comnercial ly ava i l ab le  

Data Base Management System (DBMS) products compatib;e w i th  the D i g i t a l  

Equipment Corp. VAX 11/780 canputer system. 

the  INGRES, ORACLE, and SEED DBMS products employing app l ica t ions  t h a t  were 

s i m i l a r  t o  s c i e n t i f i c  app l i ca t ions  under development by NASA. 

t i v e s  o f  t h i s  t e s t i n g  included determining the strengths and weaknesses o f  

the  candidate systems, performance trade-of fs of various dpsign a1 terna- 
t i ves ,  and the  impact o f  some i n s t a l l a t i o n  and environmental (computer 

re la ted)  influences. 

The t e s t s  were performed 01: 

The objec- 

The study has been conducted under the  technica l  d i r e c t i o n  of Regina 

V. Sy l to  o f  N A S A ' s  Informat ion Ex t rac t ion  D iv i s ion  (IED) and her predeces- 

sor E l izabeth A. Martin. The document has been prepared by Thomas L .  Gough 

(Pro ject  Manager), Carol H. Carchedi, and Herbert A. Huston o f  Business and 

Technological Systems, Inc. The authors wish t o  express t h e i r  apprec iat ion 

t o  Ms. Sy l to  and James Pat r i ck  Gary, also o f  the I E D ,  for  assistance i n  the 

f i n a l  preparat ion o f  the document. 

Regina L. Barlow, o f  BTS, f o r  her outstanding j ob  of typing, ed i t ing ,  and 

prepar ing the document. 

I n  addi t ion,  the authors wish t o  thank 
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1.0 INTRODUCTION 

As pa r t  of a non-operational technology demonstration program, NASA's 

Off ice o f  Aeronautics and Space Technology (OAST) i s  conducting a D a t a  

Systems Technology Program (DSTA) , formerly known as NASA End-to-End Da ta  

System (NEEDS), t o  demonstrate more e f f i c i e n t  and t ime ly  t rans fe r  of data 

from the sensor t o  the user, f o r  ex t rac t i on  o f  in fo rmat ion  by the  user, and 

f o r  exchange of informat ion among users. Complementing the  OSTA e f f o r t ,  

NASA's O f f i c e  o f  Space Science and App l ica t ion  (OSSA) i s  studying i t s  data 

management workload w i th  respect t o  a broad c l  iinate research progran and 

has i den t i f i ed ,  among other things, data management requirements t o  support 

i nves t i ga to rs  w i t h i n  t h a t  program. The I n f o n a t i o n  Extract ioA D i v i s i o n  

(IED) o f  Goddard Space F1 i g h t  Center has numerous r e s p o n s i b i l i t i e s  

associated w i t h  these two e f f o r t s ,  i nc lud ing  the  determination o f  a v i a b l e  

approach t o  maintaining and prov id ing  access t o  the  various needed data 

bases. The IED has acquired several candidate nata Rase Management System 

(DBMS) software packages f o r  possible use i n  these ef for ts.  

I n  order t o  evaluate these and fu tu re  DBMS systems, t h i s  document 

def ines a v a r i e t y  o f  t e s t s  which have been implemented t o  provide ob jec t i ve  

measures f o r  evaluat ion o f  various aspects of DBMS performance. The 

purpose o f  t h i s  document i s  t o  repor t  the  r e s u l t s  of these tests,  not t o  
summarize or  draw conclusions from the test;. Also, the document was 

w r i t t e n  t o  a id  NASA i n  evaluat ing the  performance o f  various data base 

designs appl ied t o  a number o f  NASA/GSFC s c i e n t i f i c  appl icat ions.  

Therefore, the DBMS performance t e s t i n g  spec i f i ca t i ons  have been slanted t o  

a i d  i n  the DBMS se lec t i on  by using relevant NASA app l i ca t i ons  as the 

testbeds f o r  t he  conduction o f  the tes ts .  

The implementation o f  these t e s t  plans has i n i t i a l l y  been done t o  

a s s i s t  i n  the evaluat ion o f  th ree  commercially ava i l ab le  DRfISs, ORACLE, 

SEED, and INGRES, which operate on the  DEC V A X  11/780 computer. Recause 
t h i s  document i s  not intended as d t u t o r i a l ,  f a m i l i a r i t y  w i t h  and 

understanding o f  data base models, p a r t i c u l a r l y  the  network and r e  a t iona 
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models, i s  necessary. P r i o r  experience i n  using, o r  knowledge of, any o f  

the three comnercial products used i n  t h i s  t e s t i n g  i s  also desirable as an 

a i d  t o  increased understanding of the tes ts  performed and the resu l ts  

documented. 

1.1 Scope o f  Tests 

The t e s t s  are d i rected a t  a var ie ty  o f  features t h a t  are f requent ly 
present i n  a general purpose data base management system. OBMS software 

has been developed i n  varying forms from various data base models f o r  

numerous applications. Implementations are based on h ierarch ica l  data 

models, network models, r e l a t i o n a l  models, and other hybr id designs. Each 
approach may accomplish i t s  goals i n  a d i f f e r e n t  mannet, but almost a l l  are 

designed t o  c o l l e c t  information, present it t o  people or  programs, and t o  

update and delete it. A spec i f i ca t ion  o f  tests,  which are intended t o  

measure DBMS performance i n  a manner which supports the comparison o f  one 

system t o  another, must not attempt t o  def ine t e s t  d e t a i l s  which are too 

system speci f ic .  For example, i f  one were t o  def ine a t e s t  standard for 

measuring automobile performance, one would not wish t o  def ine c t e s t  which 

speci f ies the operation o f  a c lu tch  pedal, because cars w i th  automatic 

transmissions could not be included i n  such a test .  Rather, one might wish 

t o  def ine such a t e s t  only t o  the point  which describes the engagement o f  a 

gear which gives power t o  the d r i v e  wheels. S i m i l a r l y ,  the wide var ie ty  of 

DBMS implementations requires tha t  a t e s t  spec i f icat ion be general enough 

t h a t  i t  does not preclude i t s  appl icat ion t o  many DBMSs. An exception t o  

t h i s  p o l i c y  may occur when unique or  r a d i c a l l y  var iant  features are present 

i n  a p a r t i c u l a r  OBMS which must be addressed on an ind iv idual  basis. 

The speci f icat ions t h a t  are provided i n  Sections 2 and 3 deal w i t h  two 

d i f f e r e n t  leve ls  o f  test ing.  The f i r s t  leve l  deals w i th  var ia t ions i n  data 
base s t ructure and design, whi le the second level  i s  devoted both t o  the 

impact o f  other data base and CPU users and t o  the tuning of data base and 
system parameters . 
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Two NASA appl icat ions, the Packet Management System (PMS) and the 

P i  1 o t  C1 imate Data Base Management System (PCDBMS), are under development 
and require the use o f  a DBMS t o  support t h e i r  data management needs. 

Because o f  the s c i e n t i f i c  nature o f  the targeted data base applications, 
cer ta in  DBMS c a p a b i l i t i e s  have been emphasized over others. For example, a 

t y p i c a l  NASA DBMS appl icat ion might be one containing la rge  volumes of 

" s t a t i c "  data, as i n  the PFlS appl icai ion.  That i s ,  the data base may 

contain sc ien t i f . i c  data which, once entered i n t o  the data base, requires 

very few changes. I n  t h i s  appl icat ion,  load and access performance i s  

important, w i th  emphasis on load performance. On the other hand, i n  an 

app l ica t ion  where the data t o  be stored i n  the data base i s  
"meta-informational" i n  nature (i .e. the data base consists o f  informat ion 

about information, such as a catalog or  d i rectory) ,  the  informat ion i n  the 

data base i s  subject t o  frequent change. The PCDB system i s  such an 

appl icat ion.  Here, update and delete performance must be assessed i n  

add i t ion  t o  access rates, which are o f  utmost importance. 

A large number of factors  e x i s t  t h a t  inf luence DRMS performance. 

i d e n t i f y  and t e s t  a l l  o f  these factors  i n  combination and t o  determine 
t h e i r  in te r - re la t ionsh ips  was considered beyond the scope of t h i s  plan for  

both schedule and budgetary reasons. 

attempted t o  i s o l a t e  a p a r t i c u l a r  fac to r  t o  determine i t s  impact alone. 

The factor  o f  data base size was de-emphasized i n  t h i s  speci f icat ion 

because o f  p r i o r  work done i n  the evaluation of ftt,rS performance f o r  t h e  

Information Extract ion D iv is ion  a t  GSFC. This work i s  described i n  a 
document en t i t led ,  "Data Base Management System Analysis and Performance 

Testing w i th  Respect t o  NASA Requirements." 
i s  deta i led f o r  data base performance evaluation, which concentrates on 
general DBMS c a p a b i l i t i e s  as a funct ion o f  data base s i t e .  

To 

Instead, these t e s t  spec i f icat ions 

I n  t h a t  report,  a methodology 

These tes ts  are quant i ta t i ve  i n  nature and are not designed t o  i d e n t i -  

fy q u a l i t a t i v e  aspects o f  the systems under study. The resu l ts  o f  these 

t e s t s  should not only provide a basis f o r  system select ion i n  the IED 
appl icat ions but should also provide a basis f o r  predic t ing the impact o f  

various data base designs under consideration using a s ing le  DBMS. 
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1.2 Test Environment 

1.2.1 VAX Computer System Conf igurat ion 

The t e s t  r e s u l t s  summarized i n  t h i s  document were a l l  generated from 

one o f  two DEC VAX 11/780 computer systems which were located a t  the 

Goddard Space F l i g h t  Center. 

o f  the f a c i l i t y  managers and an evolv ing hardware environment i n  t h i s  

regard. 

The experimenters were somewhat a t  the  mercy 

I n i t i a l l y ,  t e s t i n g  was begun on the MPP (Massively P a r a l l e l  Processor) 

VAX 11/780 computer system. It was configured w i t h  th ree  megabytes o f  

memory and a v a r i e t y  o f  per ipherals.  Because the t e s t i n g  done on the  MPF 

was done e n t i r e l y  i n  a c o n t r o l l e d  stavdalone mode, the re levant  f a c t o r  i n  

the computer conf igura t ion  was t h a t  the disk devices used t o  maintain the  

c'ata base f i l e s  and t e s t  software were RP06 u n i t s  connected t o  the CPU by a 

sing\:* mass bus adapter. The operat ing system used dur ing t h i s  t e s t i n g  was 

the  VAX/VMS Version 2.2. 

Tests were l a t e r  s h i f t e d  t o  the PC ( P i l o t  Cl imate) V A X  11/780 computer 
system where approxinately e ighty  percent o f  the t e s t s  described i n  t h i s  

document were per fo  .med. 

Version 2.2, was upgraded t o  VflS Version 2.5, and was ->sientually upgraded 

t o  W l S  Version 3.2. 

benchmark t e s t s  were repeated and no s i g n i f i c a n t  var ia t ions  i n  performance 

were noted i n  the t e s t  resu l ts .  
upgraded dur ing the course o f  the benchnark tes t ing ,  beginning w i t h  two 

RP06 devices w i t h  the l a t e r  add i t ion  o f  an RP07 512 megabyte d isk device. 

From l i m i t e d  t e s t  i t e r a t i o n ,  no s i g n i f i c a n t  biases were noted due t o  

changes i n  the d isk conf igurat ion,  p r i m a r i l y  because the t e s t s  were 

performed i n  d standalone mode and the dr ives had s i m i l a r  seek and access 

rates.  The PC VAX system was conf igured o r i g i n a l l y  w i t h  two megabytes o f  

main meinory. About s i x  months i n t o  the t e s t i n g  on the PC VAX, the  memory 

was increased t o  four megabytes. 

This computer system began w i t h  the VAX/VMS 

As these upgrades were i n s t a l l e d ,  a few selected 

The disk d r i v e  conf igurat ion was a lso 
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I n  summary, the t e s t  environment has been subject t o  a l t e r a t i o n  beyond 

the cont ro l  of the experimenters but the  biases of  these v a r i a t i o n s  have 
been monitored and are not f e l t  t o  have contr ibuted s i g n i f i c a n t l y  t o  the 

measured resu l ts ,  thus min imal ly  impacting the  v a l i d i t y  o f  any conclusions 

which might be drawn from the study. 

1.2.2 Standalone vs. Contention Test ing 

t e s t .  

stated 

standa 

1.2.3 

A l l  t e s t i n g  reported i n  t h i s  document was conducted i n  e i t h e r  a 
standalone mode o r  i n  a c o n t r o l l e d  content ion mode. 

necessary t o  contro l  the environment so tha t  v a l i d  comparisons can be 

made. The only way t o  ensure t h i s  system cont ro l  i s  t o  obta in  sole use o f  

the computer system. 

content ion on DBMS performance. Even i n  the content ion tes t ing ,  the  runs 

were made i n  a standalone environment so t h a t  the only  content ion present 

was t h a t  introduced f o r  the purpose of t e s t i n g  by those conducting the  

I n  most tes t ing ,  i t  i s  

The exception t o  t h i s  i s  i n  the t e s t i n g  f o r  impact o f  

I n  other words, the content ion wds contro l led.  

otherwise i n  t h i s  document, a l l  t e s t i n g  was performed i n  a 

one envi ronment . 
Unless s p e c i f i c a l l y  

HLI vs. I n t e r a c t i v e  

Most avai 1 ab1 e DBtlSs possess an i n t e r a c t i v e  data mani pul a t i m  1 anguage 

(3ML) and query language and a p a r a l l e l  set o f  c a p a b i l i t i e s  t h a t  can be 

invoked through an i n t e r f a c e  between the DRIIS and a high l eve l  language 

such as FORTRAN o r  COBOL. These l a t t e r  i n t e r f a c e  c a p a b i l i t i e s  are 

f requent ly  re fe r red  t o  as the Host Language In ter face (HLI). 

t o  measure the var i i r t ’on i n  performance between an i n t e r a c t i v e  DML and an 

HLI program performing the same funct ion,  various t e s t s  were conducted. I n  

each o f  the three cases (CRACLE, SEED, and INGRES) ,  ne i ther  the i n t e r a c t i v e  

DML nor the HLI program appeared t o  outperform the other. For t h i s  reason, 
the t e s t s  reported i n  t h i s  document were conducted using the HLI only t o  

reduce the t ime requi red t o  gain resu l ts .  This approach was fu r ther  

warranted becaiise o f  the  de-emphasis on the d i r e c t  use o f  the DBIIS provided 

query f a c i l i t i e s  i n  the pre l iminary designs o f  the PMS and PCDBtlS 

appl icat ions.  

I n  an e f f o r t  
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1.2.4 In f luence o f  NASA Requirements on Test Sequencing 

The primary goal o f  the PtlS app l i ca t ion  i s  t o  load 7 packetized header 

records per second i n t o  a data base. 
appl i ca t ion ,  no formal data base design had been devel oped. 

"prototype" design Mas i n i t i a l l y  used f o r  test ing.  A t  t h a t  time, ORACLE 

2.3.1 (and l a t e r  2.3.2) and SEED 8.11.9 had been acquired and therefore, 

t e s t i n g  was performed using these two DBMSs. Var ia t ions i n  data base 

design were introduced 01; the "prototype" i n  an attempt t o  reach the goal 

o f  loading 7 header records per second. 

When t e s t i n g  was begun or; the Pf lS 

Therefore, a 

It was intended t h a t  the r e s u l t s  o f  t h i s  i n i t i a l  t e s t i n g  would be used 
as input  f o r  formulat ion o f  the actual PMS data base design, and indeed, 

t h i s  was the case. 
changes which are documented i n  Appendjx I o f  t h i s  report .  

These pre l iminary r e s u l t s  were responsible f o r  design 

I n  the PCDB appl icat ion,  the query ra tes are the primary concern of 

the data base developers. Therefore, whi le  load ra tes  were s t i l l  o f  
in te res t ,  t e s t i n g  focused on querying and various DBElS s p e c i f i c  options 

ava i lab le  i n  querying (e.g. predicate ordering, sorted output, query 

nest ing).  

Throughout the tes t ing ,  each t ime a new DBHS was acquired (o r  a new 

version o f  an e x i s t i n g  DBME), the t e s t i n g  was performed usinc; the newest 

release. 

o f  an e x i s t i n g  DBMS might show s i g n i f i c a n t  improvement over an o lder  
version. The t ime and budgetary r e s t r i c t i o n s ,  however, d ic ta ted  t h a t  not 

a l l  t e s t s  could be performed using a l l  versions o f  a l l  DBMSs. 

Some t e s t s  were repeated when i t  was bel ieved t h a t  a new release 

1.2.5 Terminology and Concepts 

This sect ion i s  devoted t o  g i v i n g  the reader a c learer  understanding 

o f  some of the terms and concepts included i n  t h i s  report .  The sect ion i s  

f u r t h e r  d iv ided i n t o  VAX/VMS terms, appl icat ions terms, and DRHS s p c i f i c  

terms. 
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1.2.5.1 VAX/VMS Terms 

A discussion o f  the  s t a t i s t i c s  which are presented i n  t h i s  document i s  

appropr iate here. The term connect t ime re fe rs  t o  the  actual  wall  clock 

t ime which has elapsed. The - CPU (Central Processing U n i t )  t ime i s  t h a t  

amount o f  time which has a c t u a l l y  been devoted t o  the processing o f  a 
task. A d i r e c t  1/0 i s  "an I/G ( input /output )  operat ion i n  which the system 

locks the pages conta in ing the associated b u f f e r  i n  memory for the dura t ion  

o f  the 1/0 operation. The 1/0 operat ion takes place d i r e c t l y  from the 

process buffer,"* A buf fered l,'O, on t h e  other  hand, i s  ''an 1/0 operat ion 

(e.g. t e r r i n a l  o r  mailbox I/O) i n  which an intermediate b u f f e r  from the 

system buff!r  pool i s  used instead o f  a process-speci f ied buffer."" A page 
- f a u l t  i s  "an exception ( i n t e r r u p t i o n  o f  the normal f low of i n s t r u c t i o n s )  

generated by -I reference tn  2 page which i s  not  i n  the process' working set  

(set  of pages i n  memory)."* 

1.2.5.2 Appl icat ion Program Terms 

I n  the  PtlS (Packet Management System), a packet  i s  a u n i t  o f  data from 

a spacecraft sensor o r  from a user whizh i s  t o  :e a rch ivc i .  Each packet i s  

p re f i xed  by a packet header which i d e n t i f i e s  and describes t h a t  packet. 

This informat ion i s  a lso stored. The header contains informat ion such as 

mission ID, iensor I D ,  and source data format. The reader i s  re fe r red  t o  

Appendix I f o r  mc. e information. 

the PMS data i s  being received f o r  inpu t  t o  the data base, i t  w i l l  be 

t ransmi t ted a roup o r  burs t  a t  a time. For t h i s  tes t ing ,  a burst  was 

i d e n t i f i e d  as 72 header packets. 

A PMS -.-- burs t  i s  G group o f  packets. When 

1.2.5.3 DBMS Speci f ic  Terms 

Th is  sect ion i s  fu r ther  broken down by DBtIS, but  not  by version w i t h i n  
tha t  DBMS. 

* Taken f rom the " V A X / V M S  Summary Descr ipt ion",  DEC, August 2978. 
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ORACLE DBMS 

When a batch job i s  submitted which mp loys  the  ORACLE DRMS, a ser ies 

of detached processes are created. Detached processes are subprocesses 

created by ORACLE and owned by the ORACLE account. 

a aetached process performs a l l  of the DBHS r e l a t e d  tasks. 

o r  host job, performs the non-DBNS re la ted  tasks and the c a l l s  t o  the 

ORACLE routines. 

CPeated, the host job  per foms aost of the work. 

I n  ORACLE Version 2.3, 

The hatch job, 

-- 
I n  ORACLE 3.0, whi le  detached processes are s t i l l  

In some o f  the ORACLE 3.0 tes t ing ,  reference i s  made t o  an ''oI(J'' space 

d e f i n i t i o n  and a "vew" space d e f i n i t i o n .  

"redefined" space d e f i n i t i o n s ,  respect ively,  as discussed i n  d e t a i l  i n  

These r e f e r  t o  the  " i n i t i a l "  and 

Section 3.2.1. 
the ORACLE 3.0 

d e f i n i t i o n .  

An ORACLE 

ORACLE page i s  

An ORACLE 

.2 of t h i s  report .  

t e s t i n g  was performed using the new, o r  redefined, space 

Unless s p e c i f i c a l l y  s ta ted otherwise, 

page i s  equal t o  two VAX/VHS pages. 

1,024 bytes . 
I n  other words, an 

buf fer ,  )r cache b u f f e r  r e f e r s  t o  an i n t e r n a l  Suffer area 

used by ORACLE t o  increase the l i k e l i h o o d  t h a t  ofter, used pages are 

ava i lab le  i n  :neiiory, thus e l im ina t ing  the need f o r  a d isk 1/0 operation. 

Idhen reference i s  made t o  records being deleted i n  O R A C L t  Version 3.0, 

the reader should note that  ORACLE deletes records l o g i c a l l y ,  but  i n  the 

current  conf igurat ion,  does not phys ica l l y  de lete the records. 

SEED DBFlS 

The SEE11 datd base designer has d i r e c t  cont ro l  over the number o f  

pages i n  an area dnd s ize o f  the pages. An area i s  the physical 

subdiv is ion of  the data base. I n  other words, an area i s  a f i l e .  Th? 

nurnber o f  pages and s ize o f  the pages arc speci f ied i n  the schema 

d e f i n i t i o n .  

o f  the VAX block s ize o f  512 bytes (o r  256 words). 
defined as the s ize  of the largest  page. 

- 

The only r e s t r i c t i o n  on the page i s  t h a t  i t  must be a m u l t i p l e  

A SEEO b u f f e r  i s  
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INGRES DBMS 

As w i t h  the  ORACLE MMS,  the  INGRES ORHS creates a detached process 

when a batch job i s  submitted. A detached process i s  a subprocess. 
However, i n  INGRES, the detached process i s  owned by the host process' 

account, not  by the INGRES account. 

1.2.6 Reporter S t a t i s t i c s  vs. VAX Accounting F i l e  

Two methods wet-e used i n  present ing the r e s u l t s  contained i n  t h i s  
document. A b r i e f  explanat ion o f  each i s  given nere. 

The f i r s t  method was the  use of sof tnare r h i c h  ca l l ed  the VAX system 

serv ice rou t i ne  GETJPI, and then produced a l i s t i n g  conta in ing t o t a l  
connect time, t o t a l  CPU time, t o t a l  number o f  d i r e c t  I/O's, and t o t a l  

number o f  page faul ts.  
c los ing  o f  the data baLe, nor d i d  they inc lude any pre l im inary  FORTilAN code 

necessary fo r  the successful operat ion o f  the software. The qeasurments 
d i d  include, however, any other c a l l s  t o  data base rout ines,  d3ta base 

a c t i v i t y ,  and any other data base re la ted  FORTRAN code (such as fow.ation 
o f  the primary key i n  the PMS annl icat ion) .  

p re fe r rea  method of repor t ing  r e s u l t s  becase  only the  l a t a  base re la ted  
a c t i v i t y  was measured. However, on ly  the host process' a c t i v i t y  was 

inc luded i n  the " repor te r "  measurements. 
no t  included. I n  ORACLE 2.3 f o r  exanple, the detached processes per fo rd  

a l l  o f  the data base re la ted  a c t i v i t y ,  so the s t a t i s t i c s  reported i n  t h i s  

f i l e  are not a t r u e  i n d i c a t i o n  o f  the actual  measurements. The t o t 4 1  

connect t ime i s  the exception. 

regardless o f  whether the host o r  detached process i s  performing the work, 

it i s  a t r u e  measurement i n  a l l  DBMSs. 

The measurements d i d  not inc lude the opening and 

I n  general , t h i s  was the 

Any detached process activi:j was 

Recause the w a l l  clock time i s  measured 

Because o f  the problem w i t h  repor t ing  anything besiaes t o t a l  connect 

t ime when using D R M s  which create detached processes, i t  was nece sary t o  

repor t  some o f  the measurements using the VAX system accounting f i l e ,  which 

keeps a log o f  a l l  o f  the processes running on the system. This includes 

the batch processes and detached processes created by then. For each 

1-9 



process, the t o t a l  connect time, i n  seconds ( i n  a l a t e r  WS version, 
hundredths o f  seconds), i s  given, along w i th  the t o t a l  CPU t i m e  i n  

hundredths o f  seconds, the t o t a l  nlnber o f  d i r e c t  1/0 operations, the t o t a l  

number o f  buffered X/O's, and the t o t a l  number o f  p a p  fau l ts .  

where a detached process i s  created by a batch job, the connect t ime 
reported i s  the higher o f  the connect t ime f o r  the host job and detached 

process, whi le the CPU time, d i r e c t  I/O's and page fau l ts  are the sun of 

those f o r  the host process and the detached process. The measurements are 

given f o r  the e n t i r e  l i f e  o f  the process, so tha t  i n  addi t ion t c  the data 

base re la ted a c t i v i t y  mentioned i n  the discussion o f  the 'reporter' f i l e ,  

the opening and c los ing o f  the data base along w i t h  non-data base re la ted  
FORTRAN code i s  measured. 

In  DBnSs 

While t h i s  i s  not as desirable as the 'reporter' s t a t i s t i c s  because 

nore than j u s t  data base re la ted a c t i v i t y  i s  measured, where necessary 

these s t a t i s t i c s  have been presented. Unless spec i f i ca l l y  stated 

otherwise, the resu l t s  presented i n  t h i s  document have been extracted from 

the Vepor te r "  f i l e .  

1.3 Swrrnary o f  Tests 

The purpose o f  t h i s  section i s  t o  sunnarize, b r i e f l j ,  the r e s u l t s  

which are presented i n  d e t a i l  i n  the remaining sections o f  t h i s  document. 

I n  keeping w i th  the i n t e n t  o f  the report, no attempt i s  made t o  draw 

conclusions from the resul ts.  

The sumnary i s  presented i n  tab le  form. The f i r s t  column i d e n t i f i e s  

the t e s t  performed. The remaining columns contain a code which represents 

the s igni f icance o f  the va r ia t i on  i n  resu l t s  of the t e s t  performed as 
applied t o  each o f  the DBflSs under which i t  was conducteci. There i s  one 

column f o r  each o f  the fol lowing DRHSs - ORACLE 2, ORACLE 3, SEED, and 

INGRES. A blank space i n  any column indicates tha t  the t e s t  was not 

performed using that  DBMS. 
i s  referred t o  the section containing the actual resu l t s  o f  the test .  

For a more speci f ic  version number, the reader 
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As mentioned above, the code represents the l eve l  of s ign i f i cance o f  

the t e s t  on the performance o f  the DBHS. 

obtained from the " X  Degradation" over a base scenario. The actual  'OX 

Degradation" (or a s i m i l a r  s t a t i s t i c )  appears i n  most of t he  tab les  

throughout the document, 

r e s u l t s  o f  the base run and the t e s t  run, and then d i v i d i n g  by the base 

run. The appropr iate s i g  i d e n t i f i e c  whether there was improvement or  
degradation i n  the t e s t  run over the base run. 

This l eve l  of s ign i f i cance was 

This percent was ca lcu la ted  by subt rac t ing  the 

Three leve ls  o f  s ign i f i cance and a code "NC" appear i n  the  table. 

code "NC" stands f o r  no c o r r e l a t i o n  and ind ica tes  t h a t  for the p a r t i c u  

tes t  performed, no t rend i n  performance appeared t o  ex is t .  The th ree  

l e v e l s  o f  s ign i f i cance  are s i g n i f i e d  by "L", "19", and "H". When the X 
degradation (or  v a r i a t i o n )  between r e s u l t s  was less  than lo%, the  

The 

a r  

s ign i f i cance o f  the tes t  on data base per fonance was considered 1 ow, o r  
"L". If the percentage was between 10 and 20, t he  l eve l  was i n te rp re ted  as 

."H", f o r  medium. F ina l l y ,  i f  the percentage was greater than 20, the t e s t  

which was performed was determined t o  have had a very s i g n i f i c a n t  o r  h igh  

( " H " )  impact on the data base perfonance. 

The reader should be very carefu l  i n  in te rqrec ing  and comparing the 

r e s u i t s  presented i n  the tab les and throughout the report .  

management systems are q u i t ?  d i f f e r e n t  (because for  exanpl e, the network 

and r e l a t i o n a l  concepts are q u i t e  d i f f e r e n t ) ,  and the t e s t  t ha t  was 

performed for  one DBMS may not have been exact ly  the same t e s t  which was 

performed for  another DBYS. The reader i s  re fe r red  t o  the s p e c i f i c  

sect ions of the report ,  where data base designs are described and where 

actual  tes ts  are defined. 

The data base 

The tables on the fo l low ing  pages summarize the tes ts  which were 

perforned and a r e  documented i n  the remaining sect ions o f  the report .  The 
t e s t s  appear i n  the s a w  order ,as they do i n  the report .  The tables are 

4 i v i d e d  by s e c t i o n ,  w i t h  the sect ion headings appearing above edch table.  

The " T e s t  r jescr in t lon"  CCJ:U:A defines t h ~  t e s t  dnd ind icates what  k ind of 

:ieas:irenent 1 s repo r ted  ( i .e. Load, Ouery , e t c  .) . Tb i 5 c31 unn a1 s~ states 
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the appropriate sub-section numbers w i tn in  the document. The l e v e l s  of 
s ign i f i cance appear i n  the columns fol lowing the descript ion. The l eve l s  

are Jefined below each table. 

exs1ple, L-fl) ,  t he  leve l  of s ign i f i cance may vary according t o  the exact 

t p iw .  For instance, i n  the t e s t  f o r  "Number o f  Fields" i n  the f i r s t  table, 
ULXLE 2 showed an L-tl l e v e l  o f  s ign i f i cance i n  both the load and query. 

Tht! actual resu l t s  i n  Section 2.1.2 show t h a t  f o r  1, 2, and 3 f i e lds ,  the 

l eve l  o f  s igni f icance was law, but t h a t  the DBnS performance was moderately 

af fected by the in t roduct ion of 7 f ie lds.  An "*. appearing next t o  the 

le t21  o f  s igni f icance indicates that proper select ion o f  t he  parameter 

te5ted impacts the leve l  o f  s ign i f i cance o f  t h a t  parameter on DBnS 
perfonnance. 

g r e a t l y  improved by creat ing the proper c luster.  However, the performance 

may be great ly  degraded by select ion of an unsuitable c luster.  

In columns where a range appears ( f o r  

For example, i n  ORACLE 3 cluster ing,  the performance may be 

As stated previously, the reader i s  urged t o  examine the actual 

r e s u l t s  of the tes ts  i n  addi t ion t o  using these tables as a guide t o  
performance. 

,.4 Organization o f  Document 

The document i s  div ided i n t o  four sections. I n  addi t ion t o  t h i s  

Section 1 introduction, Section 2 describes the f i r s t  leve l  of t e s t i n g  and 

Section 3 describes the second level  o f  test ing. The format used i n  these 

two sections includes a general descr ipt ion of a t e s t  plan and purpose 

followed by a descr ipt ion o f  the speci f ic  schema and t e s t  resu l t s  for any 

DBMSs which havL been subjected t o  t h a t  p a r t i c u l a r  test .  This approach was 
chosen b, - -xse o f  the ease wi th  which new DBMSs (or new versions of 
e x i s t i - 9  systems) could be subjected t o  one or  more o f  the t e s t s  and be 

added t o  t h i s  document. I n  addit ion, another section has been added t o  

+ h i s  report.  Section 4, t i t l e d  "Supplemental Testing" i s  f u r the r  divided 

by test .  

d i d  not f a l l  under headings i n  e i t h e r  Section 2 o r  Section 3 i s  reported. 
This in.-ludes, but i s  not l i m i t e d  to, f u r the r  var ia t ions on schema design 

and dl ternate methods o f  querying the data base. 

I n  thi;  section, any addi t ional  t es t i ng  tha t  was performed which 
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2.C LEVEL 1 DATA BASE PERFORMANCE TESTING 

The Level 1 tes t i ng  consists p r imar i l y  o f  measuring the performance 
impact o f  a l t e rna t i ve  data base designs. The va r ie t y  o f  a l te rna t ives  i n  

a DB14S data bdco design i s  dependent upon the f l e x i b i l i t y  o f fe red  by i t s  

schema speci f icat ion.  A DBMS o f f e r i n g  more opt ions f o r  schema 

spec i f i ca t ion  na tu ra l l y  has an increased number o f  a1 te rna t i ve  designs 

possible f o r  the data base and v ice  versa. 

1 t e s t  plan are the spec i f i ca t ion  o f  t es ts  t o  assess the impact on indexing 
overhead and performance f o r  f i e l d s  o f  d i f f e r i n g  lengths and w i th  d i f f e r e n t  

degrees o f  dupl icate values present. A l l  Level 1 t e s t i n g  was performed i n  

a standalone environment using the  PMS appl icat ion.  

Also associated w i th  the Level 

2.1 Record/Field A l te rna t ives  

Information t o  be managed by a DBMS normally consists o f  groups of 

l o g i c a l l y  re la ted  items. 

a data record, and each i t e m  i s  considered a f i e l d  w i th in  the record. An 
example might be a company's employee record w i th  f i e l d s  containing name, 

soc ia l  secur i ty  number, address, and wage rate. A DBHS may o r  may not 

inanage the records presented t o  i t  i n  a manner tha t  maintains the external  
form, order o r  adjacency. 
requi re  tha t  some f i e l d s  i n  the external  records (i.e. input  data records) 

be broken i n t o  separate records* i n t e r n a l l y  t o  f a c i l i t a t e  d i r e c t  access o r  

t o  minimize redundancy. For t h i s  reason, the term record and f i e l d  must be 

c l e a r l y  defined when mentioned i n  terms o f  a DRMS. I n  the context o f  t h i s  
document the terms record and f i e l d  apply t o  the ex terna l l y  managed data. 
When in te rna l  records are d i f f e r e n t ,  they w i l l  be i d e n t i f i e d  as such i n  

fu tu re  discussims. I f  the terms are used t o  re fe r  t o  the in te rna l  items, 

i t  w i l l  be so stated. 

One occurrence o f  a group i s  o f ten  re fe r red  t o  as 

Schema design f o r  a given app l ica t ion  may 

* The te rm records may not always be used by a DRMS but i s  intended here t o  
re fe r  gener ica l ly  t o  a l og i ca l  co l l ec t i on  of f i e lds  tha t  are defined i n  
the data base schema t o  comprise a s iny le  e n t i t y  such as a " tup le"  or  row 
i n  the re la t i ona l  model o r  member and owner I n  a CODASYL system. 
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The fo l low ing  t e s t s  are dedicated t o  i d e n t i f y i n g  the impact of 

d i f f e r e n t  s i z e  records and f i e l d  spec i f i ca t ions ,  i n  terms o f  the  number o f  

f i e l d s  and the number o f  bytes o f  data present. 

i 

PRII4ABY - KEY* M I D  - $ID* TIHE*  UIC SDF MESSAGE HEADER 

2.1.1 F i e l d  Size 

To determine the e f f e c t  c!f f i e l d  s ize on performance, a set  of t e s t s  

were desigited i n  which a given f i e l d  was f i r s t  loaded w i t h  values which 

were a l l  ten byte character s t r ings.  Values From t h i s  f i e l d  were ? a t e r  

retr ieved. The t e s t  was repeated w i th  twenty byte character s t r i r i gs  

instead o f  ten and then w i t h  th i r ty -one byte character s t r ings.  The te: 

were performed using a PMS-like app l i ca t ion  (see Appendix I )  i n  which t h t  

MESSAGE f i e l d  was used as the t e s t  var iable.  

were inser ted i n t o  the  data base and a t o t a l  o f  250 MESSAGE values were 

r e t r i e v e d  f o r  each tes t .  

A t o t a l  o f  5,000 PMS headers 

ORACLE Version 2.3.2 Resul ts 

The t a b l e  s t ruc tu re  used f o r  these t e s t s  i s  summarized by the 

f o l  1 owi ng : 

HEADER Table 

*Indexed F i e l d  
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The average connect t ime f o r  loading headers i s  summarized i n  the 

fo l low ing  tab le:  

% Degradation i n  
Average Inser t  i cn Rate 

MESSAGE F i e l d  Average Inser t ion  Rate 
(Hd r s/Sec ) 

10 Ryte Character 3.169 

20 Ryte Character 3.115 t1.7 

31 Byte Character 3.16b t .1)9 
, 1 

ORACLE LOAD RESULTS 

These r e s u l t s  show no s i g n i f i c a n t  impact i n  loading performance over the 

range o f  f i e l d  sizes chosen f o r  the test .  

byte character s t r i n g  was inserted, on an averdge, faster  than the twenty 

byte character s t r i n g  i s  a t t r i b u t e d  t o  var ia t ions  i n  the operat ing 

system,not t o  the data base software. 

The f a c t  t h a t  the t h i r t y - o n e  

The query which was repeated 250 times f o r  each of the three cases i s  
defined, and access ra tes  are summarized below. The t o t a l  connect t ime and 

average response t ime were der,  ed from the repor te r  f i l e ,  whi le  the t o t a l  

CPU t ime was obtained from the VAX account f i l e ,  where the  corresponding 

connect times f o r  the three runs (from the account f i l e )  were 62., 62., and 

7P. seconds, respect ive ly .  

SELECT MESSAGE FROM HEAnER WHERE P R I M A R Y  - KEY = 
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ORACLE QUERY RESULTS 

Total Total 
Average X Degradation Connect CPU 

Response Time i n  Average Time Time 
MESSAGE F ie ld  (Set) Respocse Time (Sec) (Sec) 

'10 Byte Character -15 e-- 37.72 38.14 

120 Byte Character . 15 --- 37.87 37.55 

I 

p- Byte Character . 20 +33.3 48.94 43.95 

There does appear t o  be a s ign i f is iant  degradation i n  response ir  the t h i r d  

case. Test resu l t s  indicated tha t  an increase i n  CPU t i n e  was the cause of  

the degradation i n  the 31 byte character re t r i eva l .  

SEED Version C.OO.02 Results 

A diagram o f  the schema used for t h i s  tes t i ng  i s  shown helow. 

SEEn Schema 

7-17 
r + l  R5 MESSAGE 

The R5 - MESSAGE record consisted o f  one f ie ld ,  MESSAGE, which was 

defined is a 10 Ryte Character, 20 Byte Character, and 31 Byte Character 

f i e l d  fo r  the the tes t  runs, respec t i b r~y .  
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Five thousand header records were f i r s t  loaded i n t o  a PRS-like data 

base. The average number of headers loaded per second (connect time) f o r  
each o f  the three puns i s  shown i n  the t a b l e  below. 

MESSAGE Fie1 d 

13 Byte Character 

20 Byte Character 

31 Byte Character 

SEED LOAD RESULTS 

Average % Degradation Tota l  To ta l  
Response T ime i n  Average Connect Time CPU Time 

(Set 1 Response Time (Set) (Sec ) 

1.84 1.51 .007 --- 
.008 +14.3 1.89 1.52 

.007 --- i.a6 1.44 

nfSSAGE F i e l d  

10 Byte Character 

20 Byte Character 

31 Byte Character 

Average 

(Hdrs/Sec) 
Inse r t i on  Rate 

5.03 

5.00 

4.86 

2 Degradation 
i n  Average 

Inse r t i on  Rate 

M i l e  the trend o f  degradation appeared as the MESSAGE f i e l d  s i ze  

increased, the maximum degradation o f  3.4% i s  not very s ign i f i can t .  One 

explanation f o r  t h i s  might be t h a t  t he  data base s ize remained constant for  

the three cases, while the record s ize o f  R5 - MESSAGE varied, therefore 

causing more SEED page overflows. 

The method used t o  access the message f i e l d  was t o  do a sequential 

search (OBTNAP) on the f i r s t  5% o f  the R5 - MESSAGE records. 
111) 
the queries are not s i g n i f i c a n t l y  impacted by the length o f  the f i e ld .  

(See Appendix 
It appears, by looking a t  the resu l t s  i n  the fo l lowing table, that 

SEED QUERY RESULTS 

2-5 



M i l e  there i s  a s l i g h t  variance i n  the t o t a l  connect t ime f o r  the 
three runs, the mean response t i nes  are almost iden t ica l ;  that is, t he  

Val i a t i o n s  are i n s i g n i f i c a n t  and probably due t o  var ia t ions  i n  the 
operating system software. m i l e  the  "2 Degradation i n  Average Response 

Time" f o r  the 20 Byte Character run shows a 14.32 degradation, the 

degradation i n  t o t a l  connect t ime i s  only 2.72. The reason for the  la rge  

degradation (14.3%) i n  average response t ime i s  tha t  :!me averages have 

been rounded t o  three decimal places. 

2,l.Z Number o f  F ie lds 

To determine the e f f e c t  o f  the nmber o f  f i e l d s  present 01, the O M S  

performance, a set o f  t es ts  were designed i n  which the nunber o f  f i e l d s  was 
changed each time. Each t e s t  loaded the data base and l a t e r  re t r ieved a 

number o f  records from the data base. A PnS-like appl icat ion (see Appendix 

I )  was used f o r  the tests, UIC f i e l d  values were used as the repeated 

f ie lds .  I n i t i a l  
(1*2) variables. 

course, but w i th  
of three UIC f i e  

y there was a s ing le  UIC f i e l d  made up o f  two byte in teger  
The t e s t  was repeated w i th  a second UIC f i e ld ,  renamed o f  

the same data values. Then i t  was repeated w i th  a t o t a l  

ds and f i n a l l y  w i th  a t o t a l  o f  seven f ie lds .  A t o t a l  o f  

5,000 PPIs headers were loaded each t i n e  and 250 queries were made o f  each 

data base. 

ORACLE Version 2.3.2 Results 

The tab le  structures used for these tes ts  are sumnarized by the  
fol lowing: 
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HEADEtl Table 

A)  PRIMARY - KEY* MID - SID* TIME* UIC SDF MESSAGE HEADER 

8) 

HEADER Table 

PRIMARY - KEY* HID - SID*  TIME* UIC SDF MESSAGE HEADER 

C) 

HEAOER Table 

PRIMARY - KEY* MID - SID* TIME* UIC SDF MESSAGE HEADER UICE UIC3 

I 1 I I l l  I 1 I 

UICS UIC6 l i I C 7  [II 
*Indexed F i e l d  

The value i n  the U I C  f i e l d  i s  repeated i n  the added UIS"X" f i e l d s  present. 
The query used t h r u  the HLI t o  r e t r i e v e  i n f o n a t i o n  re t r ieves  a l l  

informat ion i n  a data base row. The qvery used i s :  

SELECT * FRml HEADER HHERE P R I M A R Y  -- K E Y  = 

The load resu l ts  a re  summarized i n  the fo l low ing  tah le  which shows the  

average inse r t i on  r a t e  i n  headers per second f o r  each of the tests :  
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ORACLE LOAD RESULTS 

Average Inser t ion  Rate 
(Hd r s/Sec ) 

No. o f  UIC F ie lds X Degradation i n  
Average Inser t ion  Rate 

No. o f  U I C  
Fi  e l  ds 

1 

2 

f 

7 
* 

3.166 

3.915 

2.929 

2.680 

Average Response Time % Degradation i n  
( Sec 1 Average Response Time 

.2n --- 

.20 

.21 c 5.0 

.23 + 15.c 

The resu l ts  ind ica te  a consistent degradation i n  performance as more f i e l d s  

a re  added. Note t h a t  none of the f i e l d s  added are indexed so the 
degradation i s  a t t r i b u t a b l e  t o  the addi t ion o f  the f i e l d  only. 

percentage o f  degradation i s  noted i n  the tab le  and shows how s i g n i f i c a n t  

the impact is. 

The 

The resu l ts  o f  the queries are summarized below for each of the data 

bases i n  the form o f  average response t ime:  

ORACLE QUERY hESULTS 

i t  i s  apparent t h a t  these r e s u l t s  a l s o  stww a t rend of degradation 

associated w i t h  the r e t r i e v a l  o f  the  addSt ioqa1 IJIC f ie lds .  (The percent 

of degradation column i s  determined by using the  sing!e IJIC f i e ld  t e s t  as a 

basel i ne.) 
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b o t h e r  set o f  t es ts  described i n  the cext sect ion (Section 2.1.3.1) 
also i l l u s t r a t e s  the degradation i n  both loading and response when 
addi t ional  character f i e l d s  are added i n  the  same manner as the in teger  

f i e l d s  which were added i n  these tests.  

PRIHARY KEY* - 

ORACLE Version 3.0 Results 

HID SID* TIUE* UIC SDF MESSAC4 HEADER - 

As i n  ORACLE 2.3, the header s t ruc tu re  f o r  the basel ine run of one 
I n t e g e r V  UIC f i e l d  i s  shom below. 

Indexed F ie ld  

For the runs w i th  2, 3, and 7 U I C  f i e l d s  present, the tab le  i s  
i den t i ca l  t o  the one above except f o r  the addi t ion o f  the U I C  f ie lds .  

a l l  cases, the U I C  f i e l d  i s  non-indexed. 

I n  

I n  running these tests, the space d e f i n i t i o n  which was i n i t i a l l y  used 
was the o l d  space d e f i i l i t i o n  described i n  Section 3.2.1.1,2. However, when 

a problem was encountered f o r  the  7 U IC  f i e l d  run, the space d e f i n i t i o n  was 

redefined t o  what i s  re fe r red  t o  as the new space de f i n i t i on .  Secause o f  

the resu l t s  i n  Section 3.2.1.1.2, the resu l t s  presented here for the 7 UIC 

f i e l d  run are probably "best case" resul ts,  as the redefined space 

d e f i n i t i o n  was shown t o  have a small, pos i t i ve  e f fec t  on performance. 

The resu l ts  o f  loading the 5,000 record PHS-like data base appear 

below, The s t a t i s t i c s  are given i n  average number o f  headers inser ted per 

secood. 
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ORACLE LOAD RESULTS 

No. of  UIC 
F ie lds  

Average I r r e r t i o n  Rate Z Degradation i n  
(Hdrs/Sec) Average Inser t ion  Rate 

A steady degradation i n  performance appears as more f i e l d s  are added 

t o  the header record. The same type of  behavior appears t o  e x i s t  i n  

querying the data base. 
average response t ime i n  seconds. The query which was executed was: 

Those resu l t s  are shown below and are given i n  

5.04 
4.76 

4.64 

7 4.28 

SELECT * FROM HEADER WHERE PRIMARY - KEY = 

+ 5.6 

+ 7.9 
+ 15.1 

The query was performed 250 times, or  f o r  5% o f  the records i n  the data 

base. 
ORACLE WERY RESULTS 

No. o f  U I C  Average Response Time 
F i  e l  ds i Sec) 

1 -091 
-093 

I 2  e995 l 3  

% Degradation i n  
Average Response Time 

--- 
+ 2.2 
+ 4.4 

While the percent o f  degradation i s  not as great i n  querylng as i n  

loading, i t  s t i l l  does appear, and the user should be aware tha t  the 

addi t ion o f  f i e l d s  t o  a record may produce some degradation i n  both loading 

and queryi ng . 
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SEED Version C.00.02 Results 

No . 
o f  3IC 
Fie lds 

I 

2 

3 

7 

Thr? s t ructure o f  the data base used t o  perform t h i s  t e s t i n g  i s  shown 

bel  ow: 
SEED Schema 

Average 
Inser t ion  Rate 

(Hdrs/Sec) 

4.74 

5.04 

4.73 

4.92 

R5 MESSAGE I 

X Degradation i n  
Average Inser t ion  Rate 

The UIC f i e l d ( s )  were present i n  the R4 - PKEY record. Each f i e l d  was 

defined as an Integer*2, named UIC1, UIC2, etc, 

were "CALC"ed. 

None o f  the U I C  f i e lds  

Total 
Connect l ime 

( W  

The query tha t  was used t o  re t r i eve  the 250 R 4  - PKEY Records was t o  
f o n  the primary key, and 'TALC" t o  the proper record (ORTNC) (See Appendix 

111). 

The losd resu l t s  are shown i n  the tab le  below. 

SEED LOAD RESULTS 

--- 
-6.3 

+ .2 

-3.8 

1,054.93 

992.01 

1,057.16 

1,016.25 

I 

Total 
CPU Time 

( S e d  

538.37 

535 . 29 

537 . 52 

548.33 
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By look ing a t  the column t i t l e d  "Average Inse r t i on  Rate", i t  seems 

t h a t  there i s  no c o r r e l a t i o n  between the  number o f  f i e l d s  present and t h e  

load rates. 

times f o r  the 1 f i e l d ,  2 f i e lds ,  and 3 f i e l d s  runs do not vary 

s i g n i f i c a n t l y ,  when seven f i e l d s  are added, the  load r a t e  does suffer 

somewhat. 

However, the  "Total CPU Time" column shows, t h a t  wh i le  the  CPU 

No. o f  
U I C  

F ie lds  

1 

2 

3 

7 

The resu l t s  o f  querying on 250 R4 - PKEY records are shown below. 

Average 

(Sec) 

.07 

009 

.07 

. 06 

Response Time 

SEED QUERY RESULTS 

2 Degradation 
i n  Average 

Response Time 

--- 
+ 28.6 

--- 
- 14.3 

Total  
Connect Time 

(Sec) 

17.78 

23-30 

17.35 

16.06 

Total 
CPU Time 

(Sec) 

9.39 

9.49 

9-31 

9.32 

X o f  Total 
Connect Time 
Devoted t o  CPU 

53 

41 

54 

58 

I n  t h i s  table,  i t  appears t h a t  the  average response t ime i s  be t te r  f o r  

the run w i th  seven f i e l d s  than the other runs. 

Time," there  does not appear t o  be any degradation i n  r e t r i e v i n g  B record 

through "CALC"ing t o  it, by having more f i e l d s  present. 
task o f  l oca t i ng  the beginning o f  the desired record i s  completed, the t ime 

t o  ac tua l l y  access the record i s  minimal znd i s  not af fected s i g n i f i c a n t l y  

by the  length o f  the record. A d i r e c t  I/O i s  issued f o r  the record, 

independent o f  i t s  length. I n  the run w i th  two f i e lds ,  the t o t a l  CPU t ime 

i s  about 1.2% higher than the other CPU times. A t a b l e  showing the t o t a l  

number o f  d i r e c t  I/O's f o r  each o f  the four runs follows. Looking a t  the  

number o f  d i r e c t  I/O's issued shows t h a t  f o r  the two f i e l d  run there were 

424 d i r e c t  I/O's, where i n  the  other three runs +here were from 374 t o  383 
d i r e c t  I/O's. This increase could account f o r  the increase i n  t o t a l  CPU 

time. 

By look ing a t  "Total CPU 

A f te r  the main 
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No. o f  UIC Total  No. o f  
F ie lds  D i rec t  I/O's 

1 374 

2 424 

3 383 

7 379 
v 

2.1.3 F i e l d  Type 

DBNSs can manage data i n  a v a r i e t y  o f  forms inc lud ing  in teger  data as 

i n  the preceding sec t ion 's  UIC f i e l d ,  as rea l  or f l o a t i n g  po in t  values, and 

as character data, t o  name the p r i n c i p a l  ones. To assess a v a r i a t i o n  i n  
performance due t o  a f i e l d ' s  data type, several t e s t s  were designed and 
conducted. I n  each t e s t  design, a PMS-like app l i ca t i on  (see 4ppendix I) 
was used. 

2.1.3.1 F i e l d  Type - Test I 

A set o f  t e s t s  s i m i l a r  t o  those i n  the preceding sect ion were 

designed. The exception was t o  replace the in teger  data i n  the UIC f i e l d s  

w i th  two byte character s t r ings .  The same loads and re t r i eves  performed 

before were repeated so tha t  both sets of t e s t  r e s u l t s  could be compared t o  

determine the di f ference, if any, i n  performance. 

ORACLE Version 2.3.2 Resul ts 

As stated above, the same data base s t ruc tu re  was used i n  these t e s t s  

as was used i n  Section 2.1.2 w i t h  the exception tha t  the var ious UIC f i e l d s  

were def ined as character and not integer.  The r e s u l t s  o f  correspondingly 
s i m i l a r  t es ts  ( fee .  t e s t s  w i th  equivalent numbers o f  UIC f i e l d s )  should 

reveal impacts o f  the  d i f f e r e n t  data types. 
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The tab le  below summarizes the average inse r t i on  ra tes  f o r  the 
corresponding tests:  

No. o f  
U I C  Fields 

1 

2 

3 

7 

ORACLE LOAD RESULTS 

Average Inser t ion  Rate 

Character*2 I n  t eger*2 

(Hdr s/Sec ) X Improvement 
. Integer over Character 

3.141 3.166 + 08 

3.077 3.015 -2.0 

2 . 988 2.929 -2.0 

2 . 708 2.680 -1.0 

lhese resu l ts  show tha t  no 

ind ica te  tha t  there i s  a s 
tests. 

The query resu l t s  are 

s t a t i s t i c a l l y  conc,lu 

gn i  f i c a n t  di f ference 

summarized i n  a s i m i  
the  average response times: 

ORACLE QUERY RESULTS 

Average Response Time 

No. o f  
Integer*2 

i v e  evidence ex i s t s  t o  

between the two sets o f  

a r  fashion below showing 

% Improvement 
Integer over Character 

-11.1 

+ 4.5 

- 5.0 
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Like the load resu l ts ,  t he  query r e s u l t s  demonstrate no evidence t o  support 

the conclusion t h a t  there e x i s t s  a marked d i f fe rence i n  performame due t o  

data type alone. 

Character*2 

5.12 
4.97 
4.76 
4.54 

ORACLE Version 3.0 Resul ts 

- 

Integer*2 

5.04 
4.76 
4.64 
4.28 

The data base design used i n  t h i s  t e s t i n g  was i d e n t i c a l  t o  t h a t  

described i n  Section 2.1.2 except t h a t  the U I C  f i e l d s  were defined as 2 
byte character f i e l d s  instead o f  2 byte in teger  f i e lds .  

2.1.2, the o l d  space d e f i n i t i o n  was used f o r  the  t e s t i n g  o f  1, 2, and 3 
f i e l d s  wh i le  the new space d e f i n i t i o n  was used f o r  the 7 f i e l d  run. 

Also as i n  Section 

I n  the  t a b l e  below, the  average number o f  WS header records inser ted  

per second i s  shown f o r  character vs. in teger  data for  each of the  four  

t e s t s  conducted, along w i t h  the  percent d i f ference between the two types o f  

data f o r  each test .  

ORACLE LOAD RESULTS 

No. of U I C  F ie lds  

Average Inse r t i on  Rate 
(Hd r s  /Sec ) X Improvement 

In teger  over Character 

-1 06 
-4.2 
-2.5 
-5.7 

A s l i s n t  improvement appeared i n  each case when the U I C  f i e l d  type was 
def ined as character instead o f  in teger  type data. 

The same type o f  t ab le  appears below comparing query r e s u l t s  when UIC 
was def ined as character versus integer.  
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ORACLE QUERY RESULTS 

Yo. o f  UIC F ie lds  Character*2 

.087 . 086 . 988 

.093 

Integer*2 

.091 
0093 
0095 
0101 - 

X Improvement 
Integer over Lnaracter 

- 4.6 
- 8.1 - 8.0 
- 8.6 

As i n  the  load, the  average response t i m e  i n  each case was s l i g h t l y  

b e t t e r  f o r  the character f i e l d s  as opposed t o  the  in teger  f i e lds .  

I n  any ORACLE f i e l d  which has been def ined as NUMBER (1.e. when U I C  i s  
I*2), each t i m e  an i n s e r t  operat ion i s  performed, the  value t o  be inser ted  

i n t o  the tab le  i s  converted t o  ORACLE'S i? te rna l  storage format. This 

format i s  var iab le  length  extended prec is ion  f l o a t i n g  po in t  format,. 

Likewise, each t ime a se lec t  operat ion i s  pel .‘armed, ORACLE must convert a 
NUMBER f i e l d  from i n t e r n a l  storage format t o  external  format. On the other  

hand, ORACLE stores character type data i n  A S C I I ,  so no conversion i s  

necessary on i n s e r t s  or  selects. 

I f  conversion can be considered an explanat ion for  the  di f ferences 

noted above, one would expect t o  see the d i f fe rence appear i n  CPU t ime as 

opposed t o  I,!O operat ions or  page fau l ts .  Relow, t w o  tab les  appear which 
show the t o t a l  s t a t i s t i c s  f o r  character versus in teger  data i n  both the  

load and qyery runs. 
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ORACLE LOAD RESULTS 

UIC 
3escri p t  ion 

No. o f  
U I C  

Fie1 ds 

!haracter 

1 7  

1 
2 

3 

Integer 

Total 
Connect Time 

(Set 1 

2 
3 
7 

975 083 
1,005 . 35 

1,050.71 
1,10:.00 

UIC 
Description 

Character 

Integer 

992 . 39 

1,049.95 

1,078.38 
1,167.09 

No. o f  Total 
UIC Connect Time 

Fie lds ( Sec 1 

1 21.68 
2 21.4? 

3 22.08 

7 23.13 

1 22.87 
2 23.34 

3 23 -64 
7 25.21 

- 
Total 

CPU Time 
(Sec) 

Total 
CPU Time 

(Set) 

13.91 
13.77 

13.57 

14.23 

656.66 
685 . 01 

714.35 
770.60 

Total 
D i r e c t  
E/O's 

53 7 
524 

528 

537 

661.15 

703.70 

737.47 
830.12 

ORACLE QUERY RESULTS 

Total 
Di r e c t  
I / O ' S  

10,923 
11,044 

11,181 
10,910 

10,847 

11,168 
11,165 
11,181 

14.85 

15.30 

15.46 
16.56 

525 

51 1 
517 

522 

Tot a 1 
Page 
Faults 

26,743 
27,357 

30,717 

20, a36 

25,510 
28,720 

28,815 
23,527 

Tocal 
Page 
Fai.1 t s  

2,416 

2,227 
2,262 

t- ,606 

2,754 

2,502 
2,718 
2,882 
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Uhile, i n  both tables, the t o t a l  number o f  d i r e c t  I/O's and page 

fau l ts  vary and do not seem dependent on the UIC data type, the t o t a l  CPU 

time i s  consistent ly higher when UIC was defined as integer than when i t  

was defined as character. 

While the actual dif ferences i n  *Average Inser t ion Rate" and "Average 
Response Time" between character and integer f i e l d s  are m a l  1, i nd i ca t i ng  
very l i t t l e  t rue  variance between the two c'ata types, the pattern does 
exis t  and should be noted. Uhi le the evidence supporting the conversion 

theory i s  not conclusive, t h i s  may be a contr ibut ing factor i n  the 

dif ferences which appeared, 

SEED Version C .OO -02 RESULTS 

The design o f  the aata base used i n  t h i s  t e s t i n g  was iden t i ca l  t o  the 

L - ~ i g n  i n  the previous section w i th  the exception tha t  the UIC f i e l d ( s )  

were designated as Character*2 instead of Integer*2. The same query was 

executed i n  t h i s  test ing. Because the resu l t s  i n  the previous section 

showed tha t  there was no impact o f  number o f  f i e l d s  on response time, a new 

query was designed and tested t o  see i f  i t  be t te r  measured the impact of 

addit ional f ie lds.  I n  t h i s  query, the primary key i s  fonned, and then a 

sequential stwch (OBTNAP) i s  done on -5% of  the R4 - PKEY records. (See 

Appendix 111) The resul ts  o f  both types o f  queries appear i n  the tab le  

showing query results. 

The fol lowing table show a comparison between the load rates f o r  one 
t o  seven U I C  f i e l d s  o f  Character*2 and Integer*2 data type. 
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No. o f  U I C  
F i  e l  ds 

1 

2 

3 

7 

The resu l t s  i n  the tab le  show that  there i s  degradation i n  loading 

in teger  type data as opposed t o  character tyse data. Yowever, the 

d i f fe rence i s  s l i g h t  and might 5e a t t r i b u t e d  t o  operating system software 
var ia t ions  . 

Average Inser t ion Rate 

Character*2 I n  teger*2 

(Hdrs/Sec X Improvement 
Integer over Character 

4.83 4.77 - 1.2 

5.11 5.97 - -8 

5.11 4.77 - 6.7 

5.14 4.97 - 3.3 

I n  the tab le  below, the resu l t s  o f  the previous query on Integer%! 

type data i s  compared w i th  the r e s u l t s  of the two types of queries 
performed on the Character*2 data. Results are given i n  average responie 

time. 

No. o f  
U I C  

Fields 

1 

2 

3 

7 
1 

Average Response Time 
( Sec 1 X !mprovement 

Integer 
Character*2, Cha racter*2, Integer*2, over 
Seq. Search Calc PKEYs Calc PKEYs Character 

17.3 007 -97 --- 
l? 7 *c7 -09 - 28.6 

1?.D -97 -97 --- 
17.2 -07 . 96 + 14.3 
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M i l e  the two f igures i n  the ' X  Improve .n t "  column ind icate large 

dif ferences i n  response t i m e  between character and integer type data for 
two and seven f ie lds,  respectively, these f igures should be examined more 

closely. I n  the tab le  below, the average CPU time (as opposed t o  connect 

time) i s  shown f o r  the character data vs, the integer data f o r  from one t o  

seven UIC  f ields. 

1 

2 

3 

7 

SEED QUERY RESULTS 

,037 ,038 

,938 ,938 

,037 ,937 

,036 ,037 

Average CPU Time I (Set 1 
No, o f  Character*Z, Integer*Z 

U I C  F ie lds Calc PKEY's Calc PKEY's I I 
X Improvement 

Integer 
over 

Character 

The response time does not vary s i g n i f i c a n t l y  between the character type 
data and the integer type data on the query o f  PKEY's. 

While the sequential search query i s  much slower than the d i r e c t  query 

on PKEY, there s t i l l  does not seem t o  be any co r re la t i on  between the number 

o f  U I C  f i e l d s  and the average response time, There i s  a maximum d i f fe rence 

o f  about 42 i n  the average response times using the sequential search 
query , 
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2.1.3.2 

PRIMARY KEY* MID SID* TIME* UIC SDF MESSAGE HEADER - - - 

F i e l d  Type-Test I 1  

A second set o f  tests  were designed which used only a s ing le  UIC 

f i e l d .  This tes t i ng  was conducted o r i g i n a l l y  using ORACLE 2.3 and S€ED. 

I n  each t e s t  the type o f  data loaded i n t o  the UIC f i e l d  was varied. The 

f i r s t  t e s t  used a UIC f i e l d  tha t  contained only integer values requi r ing 
less than. 16 b i ts  t o  represent them (equivalent t o  I*2 spec i f i ca t ion  i n  

FORTRAN). The second t e s t  used in teger  values greater than 16 b i t s  i n  the  
UIC f i e l d  (equivalent t o  I*4 spec i f i ca t i on  i n  FMTRAN). The t h i r d  t e s t  

employed f l o a t i n g  point  ( rea l )  values i n  the U I C  f i e ld .  The four th  t h r u  

seventh tes ts  used character data. 

s t r i n g  was used; i n  the f i f t h ,  a four byte character s t r i n g  was used; i n  

the sixth,  an e ight  byte character s t r i n g  was used; and i n  the seventh 

test ,  a twelve byte character s t r i n g  was used. Each t e s t  consisted o f  
loading 5,000 records and querying 250 of them. A PHS-like app l i ca t ion  was 

employed during these tests  (see Appendix I ) .  

In  the fourth, a two byte character 

When the INGRES Version 1.3 DENS became avai lable for test ing,  a 
s i m i l a r  but much less exhaustive t e s t  was performed t o  assess the impact of  
f i e l d  type on performance. 
an I*2 f i e l d  and an I*4 f i e l d  only. A PMS-like data base was loaded w i th  

5,000 records and no query was performed. 

In t h i s  test ing,  a comparison was made between 

ORACLE Version 2.3.2 Results 

The tab le structure used i n  each o f  the tes ts  i s  sunmarlzed i n  the 
f o l  1 owing diagram: 

HEADER Table 

*Ii:dexed Fie ld  

2-21 



The t a b l e  below shows the average i n s e r t i o n  r a t e  f o r  loading 5,000 header 

rows i n t o  the  t a b l e  for each o f  t he  tes ts :  

ORACLE LOAD RESULTS 

UIC Data Descr ip t ion 

In teger  ( P 4 )  

Rea 1 

Character (4 Byte) 

Character (2 Byte) 

Character (12 Byte) 

In teger  ( I *2)  

Character (8 Byte) 

Average Inse r t i on  Rate 
(Hd r s/Sec ) 

3 . 086 

3.111 

3.133 

3.141 

3.158 

3.166 

3.207 

*, Improvement over 
Slowest Load (1*4) 

--- 
+ 08 

+ 1.5 

+ 1.8 

+ 2.3 

+ 2.6 

+ 3.9 

The r e s u l t s  i n  the  tab le  are summrized i n  order of slowest t o  fas tes t  

i n s e r t i o n  rate. F(o obvious t rend i s  detectable i n  the resu l ts .  The 

d i f fe rence between worst and best r e s u l t s  ( I * 4  and 8 Byte Character data 

types) shows s l i g h t l y  less  than four percent improvement. The r e s u l t s  

suggest t h a t  one should conclude the impact o f  data type on load 

performance i s  neg l ig ib le .  

Each o f  the t e s t s  included the querying o f  two hundred and f i f t y  PMS 

headers employing the host language in te r face  c a p a b i l i t y  using the 

f o l  1 owing query: 

SELECT * FROM HEADER WHERE PRIMARY - KEY = 
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~~ 

The resu l t s  o f  these queries have been averaged fo r  each t e s t  and are 

sunnari zed bel  ow: 

ORACLE QUERY RESULTS 

Character (2 Byte) 

Character (12 Byte) 

Integer (I *4) 

Character (8 Byte) 

Integer ( I*2) 

Rea 1 

Character (4 Byte) 

~~ 

Average Response Time 
(Set 1 

-18 

18 

. 19 

0 19 

0 20 

-20 

. 20 

The t e s t  resu l t s  do not ind ica te  a s ign i f i can t  d i f fe rence or  not iceable 
t rend i n  performance due t o  the spec i f i ca t ion  o f  the data type for the 

range o f  types chosen i n  t h i s  test .  

SEED Version C.00.02 Results 

The data base design f o r  t h i s  tes t i ng  was iden t i ca l  t o  the design 

shown i n  Section 2.1.2, except tha t  the data type o f  the U I C  f i e l d  was 

varied. The queries tha t  were performed were the same two queries as i n  
the previous section, one t o  form thF primary key and "CALC" t o  the proper 

R4 - PKEV (OBTNC) a?d the other t o  form the primary key and do a sequential 
search on the proper R4 - PKEV (OBTNAP). ( fee Appendix 111) 
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The average connect t ime for loading the various data types i s  shown i n  the 
fo l lowing table: 

SEED LOAD RESULTS 

UIC F i e l d  Type I 
Real 

Integer (1*2) 

Character (2 Byte) 

Character (8 Byte) 

Character (12 6yte) 

Integer (P4) 

Character (4 Byte) 

Average Inser t ion  Rate 
(Hdrs/Sec) 

4.74 

4.77 

4.53 

4'. 90 

4.90 

4.97 

5.00 

X Improvement over 
Slowest Load (Real) 

--- 
+ 06 

+ 1.9 

+ 3.4 

+ 3.4 

+ 4.9 

+ 5.5 

The resu l ts  show t h a t  there i s  no s i g n i f i c a n t  impact on loading rates 

due t o  the data type o f  a variable. There i s  a maximum di f ference o f  -26 
inser t ions per second or  about a 5% difference. 

The query resu l ts  f o r  both queries are shown below, and i t  can be seen 
from the tab le  that, as i n  loading, there i s  no s i g n i f i c a n t  impact on 
query ra tes due t o  data type var iat ion.  

whi le  the average response t ime f o r  the 12 Byte Character run appears t o  be 

greater than f o r  the  other runs, a look a t  the CPU times shows tha t  f o r  a l l  
seven runs, the average CPU t ime was -04 seconds. I n  the sequential search 

query, there i s  a neg l ig ib le  maximum d i f ference i n  average query rates o f  
about 3%. 

I n  the "CALC 5% PKEYs" query, 
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SEED QUERY RESULTS 

Average Response Time I (Set 1 
UIC  F ie ld  Type ~ C A L C  5% PKEYS 

Integer (1*2) 

Integer (I*4) 

Rea 1 

Character (2 Byte) 

Character (4  Byte) 

Character (8 Byte) 

Character (12 Byte) 

097 

.97 

. 07 

.97 

.97 

.97 

.l 

Seq.Search .5% PKEY! 

17.7 

17.5 

17.4 

17.3 

17.7 

17.5 

17.5 

INGRES Version 1.3 Results 

The tab le  s t ructure used i n  t h i s  tes t i ng  i s  shown here: 

HEADER Table 

I I 1 I 1 I I 
I f I 

I n  t h i s  tes t ,  a PMS-like data base was loaded two  times. I n  the f i r s t  

run the U I C  f i e l d  was defined as Integer*2 and i n  the second run, the U I C  

f i e l d  was defined as Integer*4. I n  each run, 5,000 records were loaded. 

A tab le  showing the i nse r t i on  ra te  f o r  the t w o  runs i s  given helow. 
The inse r t i on  ra te  includes the time used f o r  loading and creat ing the 
necessary indices (MID  - SID, TIME, and the concatenated primary key made up 
o f  MID - SIO, SSC, SDF, and TIME were indexed). 
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INGRES LOAD RESULTS 

U I C  Data 
Descr ip t ion 

In teger  ( I*2) 

In teger  (I*4) 
i 

Aver age X Degradation 

(Hdr s/Sec ) I n s e r t i o n  Rate 
I n s e r t i o n  Rate i n  Average 

10.85 _-- 
10.89 - .4 

There does not seem t o  he any c o r r e l a t i o n  between load r a t e  and f i e l d  

type i n  t h i s  tes t .  

2.1.4 F i e l d  Size vs. Number o f  F i e l d s  

Sections 2.2.1 and 2.2.7 o f  t h i s  repor t  d e a l t  w i t h  the  impact on 
I n  t h e  performance o f  f i e l d  s ize  and number o f  f i e l d s ,  respect ively.  

t e s t i n g  i n  each o f  those sections, as the  number of f i e l d s  grew o r  the  s ize  

o f  the f i e l d s  grew, the t o t a l  s ize  o f  the record grew. The purpose o f  t h e  

t e s t i n g  i n  t h i s  sect ion was t o  assess the  impact on performance due t o  the 
" t rad ing  o f f "  of f i e l d  s i t e  and number of f i e l d s .  In other  word$, i n  each 

t e s t ,  t h e  t o t a l  s ize o f  the records remained the same, wh i le  the number o f  

f i e l d s  and f i e l d  sizes were varied. 

The f i r s t  t e s t  which was conducted employed the  o r i g i n a l  PIlS design a s  

discussed i n  Appendix I o f  t h i s  report .  I n  the appendix, reference i s  made 

t o  384 b i t s  (48 bytes) o f  in format ion t o  be s tcred as a s ing le  f i e l d .  

t h i s  t e s t ,  those 48 bytes were broken down i n t o  m u l t i p l e  f i e l d s .  For 
example, i n  one case 3-16 byte f i e l d s  were created. 

conducted using ORACLE and SEED. 

I n  

This t e s t  was 

The second t e s t  which was conducted employed the revised PMS design. 

This i s  also discussed i n  Appendix 1. I n  t h i s  tes t ,  the length o f  and 

numher o f  UIC f i e l d s  were al tered. 

and INGRES. 
Th is  t e s t i n g  was performed using ORACLE 
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ORACLE Version 2.3.1 and ORACLE Version 3.0 Resul ts 

KEY* SI0 

The f i r s t  t e s t  i n  t h i s  sect ion was performed using ORACLE 2.3.1 on the  

o r i g i n a l  PHS design which i s  shcwn below. For t h i s  tes t ,  there was 

i n t e r e s t  i n  evaluat ing the impact o f  making the SECHDR f i e l d  i n t o  several 

smaller f i e lds .  The SECHDR f i e l d  does not have a r i g i d l y  def ined format 

and was there fore  t rea ted  as a s ing le  l a rge  f i e l d  t h a t  could be re t r i eved  

by a user who was aware o f  the  t r u e  sub f ie ld  s t ruc tu re  and who could decode 

the  384 b i t s  accordingly. 

what impact would be present i f  the  data i n  the SECHDR was stored as 

m u l t i p l e  f i e l d s  t o  permit access t o  smaller amounts of data a t  a s ing le  

r e t r i  eve. 

It was requested t h a t  t e s t s  be conducted t o  see 

MID SSC PLP SDF SHID SIEC TIME PLS SECHDR U I C  COHMENT - 

HEADER Table 

* Indexed F i e l d  

The SECHDR was subdivided i n t o  three f i e l d s  i n  one tes t ,  s i x  f i e l d s  i n  

a second, and twelve f i e l d s  i n  a t h i r d .  I n  each o f  these t e s t s  the t o t a l  

lengths o f  the subdivided f i e l d s  were equal (128 b i t s  per f i e ld ,  64 b i t s  

per f i e ld ,  and 32 b i t s  per f i e l d  respect ive ly) .  The t e s t s  consisted of 

loading 5,000 PHS headers i n t o  an empty data base. None of the f i e l d s  

which cons t i tu ted  pa r t  o f  t he  SECHDR f i e l d  were indexed. Only the K E Y  

f i e l d  was indexed f o r  these tests .  The resu l t s  o f  the f i r s t  t e s t  are 

p l o t t e d  on the graph below. 

The second and t h i r d  o f  these t e s t s  (w i th  6 and 12 f i e l d s  f o r  SECHDR, 

respec t ive ly )  are summarized !n the  graphs on the next page. The i n i t S a l  

load performance i n  each o f  these tes ts  continues t o  drop as more f i e l d s  

are added even though the t o t a l  volume o f  data remains the same. The 

i n i t i a l  720 headers were loaded i n  an average o f  4.75 headers per second i n  

the f i r s t  tes t ,  a t  3.8 i n  the second, and a t  3.6 i n  the t h i r d .  The 

degradation i s  less pronounced through the e n t i r e  5,000 record load but 

nevertheless as more f i e l d s  are present there e x i s t s  a reduct ion i n  the 
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average load ra te  per second. 

t r e a t s  each f i e l d  present independently by adding a header t o  each 

describing the f i e l d  number and length. 

This could be ant ic ipated since ORACLE 

F ie  I d  Descr ipt ion 

The r e s u l t s  o f  the three runs are summarized i n  the tab le  below, 

making the percent o f  degradation more apparent. 

~ 

Aver age 
Inser t ion  Rate 

(Hdrs/Sec) 

ORACLE LOAD RESULTS 

3-16 Byte F ie lds 1 6-8 Byte Cields 1 

4.01 

3.54 

% Degradation 
i n  Average 

Inser t ion  Rate 

t 11.7 
3.14 1 t 21.7 i 1 12-4 Byte F ie lds 
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The second tes t  which was run t o  assess the f i e l d  s ize versus number 
o f  f i e lds  was run under ORACLE 3.0. 
design was applied, w i th  the header tab le  defined as: 

I n  t h i s  test ing,  the revisgd PMS 

I Average 
Inser t ion  

Rate 
(Hdrs/Sec) 

HEADER Table 

% Total 
Degradation Connect 

i n  Average Time 
Inser t ion  (Sec) 

Rate 

I PRIMARY - KEY* M I D  - S I D  TIME U I C  SDF MESSAGE [ H z l  

1-64 Byte 

4-16 Byte 

8-8 Byte 

Character S t  r i n g  I 10.68 --- 
Character Str ings 9.12 + 14.6 

Character Str ings 7.63 + 28.6 
16-4 aytp 
Character Str inqs I 5.27 + 50.7 

* Indexed F ie ld  

468. 

548. 

1 655, 
I 
1 948. 

The U I C  f i e l d  was selected f o r  test ing.  

Next, U I C  was def ined as 4 f ie lds ,  each 16 bytes i n  length. 

I n  a l l  runs, the U I C  f i e l d  

was a non-indexed f i e l d .  F i r s t ,  U I C  was defined as 1 f ie ld ,  64 bytes i n  
length. 
Following th is ,  U I C  was def ined as 8 f i e l d s  o f  8 bytes each, and f i n a l l y  

U I C  was defined as 16 f i e l d s  of  4 bytes each. 

.1- 

F i r s t ,  each o f  the four data bases was loaded w i th  5,000 header 

records. 

250 records i n  the data base. 

Following the load, the'query l i s t e d  below was performed on 5% or 

10,577. 

SELECT * FROM HtRDER WHERE PRIMARY KEY = - 
The resu l ts  o f  the four data base loads are summarized 

bel ow . 
ORACLE LOAD RESULTS 

U I C  
Descri p t  i on 

- 
Total 

CPU 
T i  me 
(set) 

- 
360. 

433 . 
530. 

792 . - 

i n  the 

- 
Total 
D i rec t  

I / O ' S  

- 
3,076. 

3,071. 

3,073. 

4,062, - 

tab1 e 





Bustms!! AND TECHNOLUGICQL SYSTEMS, hc 

The nupber o f  f i e l d s  present i n  the record appeared t o  have severely 

impacted performance i n  loading the  data base. Whereas the to+,al leng th  of 
a header packet d i d  not vary among runs, the  amount o f  in format ion t o  be 

managed by ORACLE did. 

The query ra tes f o r  the same 4 data bases are shown here. 

ORACLE QUERY RESULTS 

I UIC Descr ip t ion 

T i  me 
(Sec) 

1-64 Byte Character 

4-16 Byte Character 

8-8 Byte Character 

16-4 Byte Character 

S t r i ng  

Str ings 

S t  r i ngs 

St r ings  

093 

0095 

. 095 

.098 

Whereas a s l i g h t  degradation appeared i n  querying as a r e s u l t  of an 

increased number of f i e l d s  i n  a record, the degree o f  degradation was much 

smaller than i n  loading and should not cause great concern. 

SEED Version B.11.9 Resul ts 

This t e s t  was rur! using the o r i g i n a l  PMS design as r?ferenced i n  

Appendix 1. 

I n  the prototype design, shown oelow, the R6 - PKEY record contained the 

primary headpr, a t ime f i e l d ,  a packet length f i e l d ,  and a character f i e l d  

o f  length 48 (bytes) t o  ho ld the remaining scondary  hedder f i e l d s .  

va r ia t i on  on the design was t o  a l t e r  t h i s  48 byte character f i e l d  i n t o  3 - 
16 byte f j e l d s  and then again I n t o  6 - 8 byte f i e l d s  and observe t n 

r e s u l t s  t o  see i f  the numher o f  f i e l d s  or f i e l d  lengths o f  non-it,., . J 

h e  
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f i e l d s  impacted load performance. In t h i s  tes t ,  10,000 records were loaded 

each time. As the number of f i e l d s  grew, the load rates declined s l i g h t l y ,  
with 7.1 + 4.5 records per secopd for one f i e l d ,  6.7 + 3.7 records per 

second with 3 f ie lds,  and 6.1 + 3.5 records per second f o r  6 f ie lds .  

F i e l d  Cescri p t  i on Average 
Inser t ion  Rate 

(Hd rs/Sec ) 

The resu l ts  are shown on the fo l lowing page. 

X Degradation 
i n  Average 

Inser t  i on  Rate 

SEED Schema 

S4 6 - 
--_ 

I,,,,,( 
i 

t ss 7 
. I -  

b 7  i -   COMMENT^ 

The tab ie  helow s m a r i z e s  the resu l t s  intc. a more readable form. 

3-16 8yte F ie lds 

6-8 Byte Fields 

5.69 

5.29 

--- 
+ 7.0 

2- 32 



... i.. . ..+ .... .- 
I.. j 
! "...}... ~ 

i 
.. ..L. ...+- .- '!'I2 I ,  



INGRES Version 1.3 Results 

M I D  - S I D *  

The t e s t  design used here was t o  load 5,000 records i n t o  a PMS-like 
data base w i th  one table, which i s  diagramed below. 

SSC* SDF* TIME* U I C  MESSAGE HEADER 

HEADER Table 

Denotes Concatenated Pr imary Key (Indexed) 

The f i r s t  four f i e l d s  formed the unique primary key which was indexed 

The U I C  f i e l d  was defined as a 64-byte a f t e r  the data was loaded. 

character str ing,  
records i n  the data base) on the value o f  the primary key. 

The data base was then queried 250 times (5% of the 

This t e s t  procedure was then repeated three times. F i r s t ,  there were 

4-16 byte U I C  f ie lds ,  then 8-8 byte f ie lds ,  and f i n a l l y  16-4 byte f ie lds .  

With each data base design the same records were loaded and the safiie query 

was performed. 

The load resu l ts  from the four t e s t  cases are summarized below as 

given i n  the VAX account f i l e .  
create an index on the primary key as well as loading times, 

Inser t ion  rates include t ime necessary t o  
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INGRES LOAD RESULTS 

6 Degradation 
i n  Average 

b s e r t i o n  Rate 

--- 

+ 2.1 

+ 4.5 

+ 6.5 

U I C  
Descr ipt ion 

Total 
Connect 

Time 
(Sec) 

521. 

532 . 
547 . 
557. 

1-64 Byte 

4-16 Byte 

8-8 Byte 

16-4 Byte 

Character S t  r i n g  

Character St r ings 

Character St r ings 

Character St r ings 

Average 
Inser t ion  

Rate 
[ Hd rs/Sec ) 

9.60 

9.40 

9.14 

8.98 

271 . 
278. 

293. 

308 . 

Totai 
D i  r e c t  
I/O's 

13,425 

13,432 

13,441 

13,463 

There appears t o  be a f a i r l y  steady degradation i n  load rates as the 

number o f  f i e l d s  increases. 

The resu l t s  o f  querying theC4ame four data bares on the primary key 

In each case, the  query was performed 250 times. The times shown 

value are shown i n  the fo l lowing tab le  as reported i n  the VAX account 

f i l e .  

are average r e t r i e v a l  times. 

INGRES QUERY RESULTS 

U I C  Descr ipt ion 

1-64 Byte Character S t r ing  

4-16 Byte Character Str ings 

B-8 ayte Character St r ings 

16-4 Byte Character Str ings 

Average 
Response Time 

( Sec 1 

043 

. 46 

. 56 

-67 

L Degradation 
i n  Average 

Response Time 

--- 
+ 7.0 

+ 30.2 

+ 55.8 

Total 
Ionnect Time 

(Set) 

108. 

116. 

141. 

168. 

2- 35 



As i n  the load, the s ize  of a f i e l d  appears t o  have an impact on query 

performance. The impact appears t o  be much greater, though, i n  querying 

than loading. 

2.2 Record Structures 

DBHS models are designed t o  provide fo r  the management of m u l t i p l e  

data structures.  This d i s t i n c t i o n  i s  one which separates M I S S  from f i l e  

management systems. 

time, i t  i s  not a t r u e  DBMS For i t  cannot manage data which i s  l o g i c a l l y  

re la ted  but Is organized d i f f e r e n t l y .  DRHSs provide t h i s  c a p a b i l i t y  i n  

various rnannprs, inc lud ing  the  use o f  d i f f e r e n t  "branch" descr ip t ions  i n  

h ie rarch ica l  systems, d i f f e r e n t  "member" and "ower "  descr ip t ions  i n  net-  

work systems, and d i f f e r e n t  " tab le"  descr ip t ions  i n  r e l a t i o n a l  systems. I n  

implenenting the c a p a b i l i t y  t o  manage d i f f e r e n t  structures,  the DRHS 

designers have had t o  design software which recognizes the appropr ia te 
s t ruc tu re  t o  use and which i n t e r p r e t s  how t o  process t h a t  p a r t i c u l a r  s t ruc-  

t u re ' s  data. As a simple means t o  evaluate whether a more complex data 
base schema r e s u l t s  i n  decreased performance, a set  o f  t e s t s  were def ined 

Mhich a l te red  the conventional PIlS-like design u s d  i n  many of the previous 

t e s t s  i n t o  two d i s t i n c t ,  i d e n t i c a l  structures.  A PMS header could 

be inser ted  i n t o  e i t h e r  s t ruc tu re  by the load software. The ORHS had t o  

manage a schema descr ip t ion  which might be thought o f  as being twice as 

complicated as the previous one, which serves as a cont ro l  f o r  comparison. 

I f  the system can only  manage one data s t ruc tu re  a t  a 

The tes ts  were implemented so tha t  5,000 PHS header records were 

lcaded w i t 4  approximately h a l f  i n  each s t ructure.  

hundred twenty f i v e  headers were queried and re t r i eved  from each o f  the 

Approximately one 
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structures for a t o t a l  o f  two hundred f i f t y  queries as was done i n  e a r l i e r  

tests. A comparison o f  load and query r e s u l t s  obtained w i t h  the  dual 

s t ruc tu re  t o  those obtained w i t h  a s ing le  s t ruc tu re  should provide a 
pre l iminary basis for  est imat ing i f  the approaches used fo r  managing 

complex s t ruc tu res  requ i re  more process4 ng overhead than do 1 ess complex 

sc hemas. 

PRIMARY - KEY* 

ORACLE Version 2.3.2 Results 

H I U  - $ID*  TIME* UIC SDF MESSAGE 

I 1 

The data base schema employed f o r  t h i s  t e s t  was based on one used 

f requent ly  i n  previous sections. The tab le  desc r ip t i on  of t h a t  schema i s  

sumnarized by the fo l low ing  diagram: 

HEADER Table 

*Indexed F i e l d  

The schema f o r  th?  dual s t ruc tu re  t e s t  has t h i s  HEADER tab le  and an 

i d e n t i c a l l y  spec i f ied  tab:e ca l l ed  HEADER1. The queries used i n  the  t e s t  

t o  access the header data were: 

SELECT * FROM HEADER WHERE PRIMARY - KEY = - 
and 

- SELECT * FROM HEADER1 WHERE PRIMARY - KEY = 
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The r e s u l t  o f  the loading i s  summarized below along w i t h  t h a t  o f  the 

previous s ing le  s t ructure contro l  resul t :  

Type o f  Structure 

ORACLE LOAD RESULTS 

Average Inser t ion  Rate 
(Hd rs/Sec ) 

X Degradation i n  
Average Inser t ion  Rate 

c 

Host Process CPU Time (Sec) 
Di rect  I/O's 
Page Faul ts 

Detached Process CPU Time (Sec) 
Di rect  I/O's 
Page Faults 

i I I 
I I 

Control Run Dual Structure 

121.81 145.21 
18 9 

1,848 17,522 

649.37 617.74 
15,921 19,837 

1,246 28,986 

Single Structure 

Dual Structure 

(Control ) 
3.166 

2.957 

The r e s u l t s  show a degradation i n  load performance when the second tab le  i s  
introduced, Closer examination o f  other s t a t i s t i c s  reveals something o f  
the cause of the observed d i f ference i n  i n s e r t i o n  rate. Below are included 
the host and detached process s t a t i s t i c s  for the  contro l  run and dual 
s t ructure run. The host s t a t i s t i c s  were obtained from the reporter f i l e  

and the detached process s t a t i s t i c s  from the VAX accounting log. 

ORACLE LOAD RESULTS 

The dual s t ructure appears t o  have s i g n i f i c a n t  increases i n  almost a l l  o f  

the three computer resources, but the page f a u l t  increase i n  both the host 

and detached processes i s  far out o f  proportion. The dramatic increase i s  
a t t r i b u t e d  t o  the addi t ional  work space and code required t o  support the 
m u l t i p l e  "cursor" areas which are required t o  access both tables. The 

addi t ional  CPU t ime required i n  the detached process may be a t t r i b u t a b l e  t o  

the page f a u l t i n g  increase and have no d i r e c t  connection t o  the data base's 

compl ex i  t y  . 



The resu l t s  o f  the querying o f  250 values from the contro l  run and of 
125 values from each o f  the tab les i n  the dual s t ructures appear below: 

c 
Type o f  Average Response Time 
Structure (Set 1 

Con t r o  1 . 20 

Dual 019 
* 

ORACLE QUERY RESULTS 

X Degradation i n  
Average Response Time 

--- 
- 4.8 

7.43 
242 
112 

25.55 
492 
889 

These resu l t s  do not ind ica te  a s i g n i f i c a n t  impact i n  response due t o  the  

increased schema complexity. There continues t o  be a s i g n i f i c a n t l y  higher 

number o f  page f a u l t s  as evidenced by the fo l lowing table, where the host 

process s t a t i s t i c s  were generated by the  repor ter  and the detached process 

s t a t i s t i c s  from the VAX account f i l e .  

7.91 
234 

1,050 

27 . 71 
491 

2,218 

ORACLE QUERY RESULTS 

Host Process CPU Time (Sec) 
D i rec t  I/O's 
Page Faul ts 

D i rec t  I/O's 
Page Faul ts 

Detached 'rocess CPU Time (Sec) 

I Control Run Dual Structure I -11 

The observed increase i n  CPU t i m  

f a u l t s  and not t o  the complexity 
number o f  page f a u l t s  i s  thought 

are used t o  perform the queries 
contro l  run. 

may again be a t t r i b u i a b l e  t o  the page 

o f  the schema. The disproport ionate 
t o  be re la ted  t o  the fac t  tha t  two cursors 

nstead o f  the one tha t  was used i n  the 
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SEE0 Version C .OO .03 Results 

& . ---. 4 

Type e f  St ructure Average Inse r t i on  Rate % Degradation i n  
(Hd r s/Sec ) Average Inse r t i on  Rate 

Sing le St ructure 4.77 --- 
(Control ) 

Dual Structure 3.87 + 18.9 

The data base design used i n  t h i s  t e s t i n g  i s  shown i n  the diagram 

below. 

i den t i ca l  except f o r  record names. F i e l d  names, area names, and set  names 

are a lso unique, although not shown i n  t h i s  diagram, 

As can be seen from the  diagram, the  two halves o f  the schema are 

SEED Schema 

R9 PKEY - 
I 

I n  loading, dpproximately h a l f  o f  the headers were inser ted  i n  each ha l f  of 
t h e  data base structure.  The query used i n  the t e s t i n g  was t o  form the 

primary key and "CALC" t o  the proper record i n  the proper h a l f  o f  the  

schema (OBTNC) for  5% o f  the  records i n  the data base. (See Appendix 111) 

The lo8ding resu l t s  are shown i n  the tab le  below, 

SEED LOAD RESULTS 

This tab le  shows t h a t  there i s  a f a i r l y  l a rge  degradation (about 20%) 

i n  loading rates when a s i g n i f i c a n t l y  more complex schema i s  introduced. 
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The r e s u l t s  o f  querying the "double design" data base are shown i n  the  

fo l low ing  table,  along w i th  the  r e s u l t s  from the  cont ro l  run: 

Type o f  St ructure Average Response Time X Degradation i n  
(Set 1 Average Response Time 

S i  ng 1 e St ructure 
(Control ) 

Dual St ructure 

The r e s u l t s  show an impact on response t ime w i t h  increased complexity 

o f  the  schema, probably due t o  an increase i n  the  number o f  d i r e c t  I/O's 
and page fau l ts .  A t a b l e  showing these values fo l lows:  

-07 --- 

. 09 + 28.6 

SEED QUERY RESULTS 

4 

Type o f  St ructure 

Single St ructure 
(Control ) 

Dual St ructure 
I I I 

Total Total  
D i rec t  I/O's Page Faul ts  

374 352 

435 664 

2.3 Di rec t  Access A l te rna t ives  

To r e t r i e v e  p a r t i c u l a r  records i n  an e f f i c i e n t  manner, DBMSs normal ly 

o f f e r  a d i r e c t  access capab i l i t y .  

value o r  values f o r  a f i e l d  o r  f i e l d s  which the DBMS can use t o  loca te  a 

record or  records which meet the  condi t ions wi thout sequent ia l l y  searching 

a l l  the records o f  t h a t  p a r t i c u l a r  type. A l te rna t i ve  approaches used by 

DBMSs t o  a f f o r d  the d i r e c t  access inc lude hash codes and inver ted  f i l e s .  

Hash codes process the f i e l d  o r  key value and re tu rn  a physical  or  l o g i c a l  

po in te r  which i d e n t i f i e s  the l oca t i on  o f  the record. 

B-trees contain the key values and pointers  t o  where the associated records 

This feature enables a user t o  spec i fy  a 

Inver ted f i l e s  o r  
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reside. The key values are arranged i n  order i n  a h ie rarch ica l  fashion 

which f a c i l i t a t e s  r a p i d  access t o  any key and i t s  pointer.  

Use o f  a hash code imp l ies  d i r e c t  access i n  a s ing le  o r  a t  most two 
l e v e l  operat ion unless d i f f e r e n t  key values generate the  same l o c a t i o n  

pointer,  g i v i n g  r i s e  t o  overf low condi t ions.  This normally r e s u l t s  i n  a 

chaining of  records w i t h  dup l i ca te  hash values, thus reducing the access 

e f f i c i e n c y  and increas ing the  i n s e r t i o n  overhead. 

requires add i t iona l  space f o r  the  inver ted  f i l e  i n  the  data base and as the 

B-tree grows, s l i g h t l y  more processing i s  required t o  navigate add i t iona l  

t r e e  levels.  Dupl icate key values are usua l ly  chained together. 

The B-tree approach 

The use o f  d i r e c t  access i s  not  wi thout cost, as mentioned above. 

Inser t ion,  update, and de le t ion  costs can increase when keyed f i e l d s  are 

involved and data base space may be consumed. I n  some cases, t h e  use of 

keys can have i n d i r e c t  costs. This may occur when, f o r  example, d i r e c t  

access i s  desired on more than one f i e l d  i n  an input  data record. 

i t  might be l o g i c a l l y  des i rab le t o  s to re  a l l  o f  the in format ion from t h i s  

input  data record together (i .e. oile t a b l e  i n  a r e l a t i o n a l  model o r  one 

record type i n  a network model), the cons t ra in ts  of a p a r t i c u l a r  DBMS may 

govern t h a t  the in tormat ion be separated because only  one f i e l d  i n  a t a b l e  

o r  record type may be accessed d i r e c t l y .  

t e s t i n g  i n  t h i s  report ,  SEED Version R.11 i s  the only  one w i t h  such a 

const ra in t .  The f o l l o w i n g  t e s t s  measure the e f f i c i e n c y  o f  the  d i r e c t  

access approach used as wel l  as the cost o f  inser t ion ,  de let ion,  and 

update. 

length and d u p l i c a t i o n  o f  key values. 

Yhereas 

O f  the DBMSs employed i n  t h e  

They a lso attempt: t o  measure the  overhead associated w i th  key 

?.3.1 D i r e c t  Access Overhead 

To assess the overhead o f  the  d i r e c t  access techniques used by DBMSs, 

a set  o f  t e s t s  were designed wh ch measure the incremental cost associated 

w i t h  the i n r e r t i o n ,  update, and d e l e t i o n  o f  records. The t e s t s  were per- 

formed on the PMS-like app l i ca t  on. A cont ro l  t e s t  was conducted using a 

2-42 



data base schema i n  which no d i r e c t  access ex is ted  f o r  the U I C  f i e l d .  This 

data base was loaded w i th  5,000 PMS headers which had unique 16 b i t  o r  

smaller in teger  values i n  the  U I C  f i e l d .  

records were updated w i t h  d i f f e r e n t  U I C  values. 

records which had been modif ied were deleted. This scenario was then 

repeated using the  d i r e c t  access technique(s) ava i l ab le  i n  each DBMS 

package being tested. 

a package, each would undergo a separate set o f  tes ts .  

"con t ro l "  t e s t s  can be compared w i t h  those o f  t he  d i r e c t  access t e s t s  t o  

measure the  impact o f  using such features. 

Subsequentlq. one hundred o f  the  

Next, the  same one hundred 

I f  m u l t i p l e  techniques f o r  d i r e c t  access ex is ted  i n  

The r e s u l t s  o f  t he  
0 

PRIMARY - KEY* M I D  - S I D *  TIME* U I C  SDF MESSAGE HEADER 

ORACLE Version 2.3.2 Results 

c 
D a t a  Base Design Average Inse r t i on  Rate 

0 (Hd r s/Sec ) 

U I C  Not Indexed 3.16 

U I C  Indexed 2.45 

The t a b l e  s t ruc tu re  used f o r  the  cont ro l  t e s t  i s  summarized i n  t h e  

HEADER Table 

f o l l  owing f i g u e :  

% Degradation i n  
Average I n s e r t i o n  Rate 

--- 
+ 22.5 

*Indexed F i e l d  

The d i r e c t  access instrument used i n  ORACLE i s  a R-tree.. The cont ro l  t e s t  

d i d  not reqd i re  ah index (B-tree) on the U I C  values. 

changed i n  the second t e s t  and d i d  requ i re  t h a t  the  U I C  f i e l d  values be 

referenced i n  a 6-tree. The r e s u l t s  o f  the  two loads are summarized i n  the 

fo l low ing  tab le :  

The schema was 
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The add i t i on  o f  the  index on the  !JIC f i e l d  i s  substant ia l ,  requ i r i ng  22.53 

more t ime t o  load the same number o f  records (5,000). 

degradation appears t o  be re la ted  t o  a s i g n i f i c a n t  increase i n  the number 

o f  d i r e c t  1/0 operations occurr ing dur ing the  load. I n  the cont ro l  load 

there  were about 16,000 d i r e c t  1/0 operations wh i le  i n  the  load w i t h  the  
U I C  f i e l d  indexed there were about 28,000, an increase o f  75 percent. CPU 
t ime also increased by about 18 percent. These f i gu res  are  shown i n  the  

fo l l ow ing  t a b l e  and represent the  s t a t i s t i c s  given i n  the VAX accounting 

log. 

The cause o f  the  

Total  
Data Base Design D i rec t  I/O's 

U I C  Not Indexed 16,214 t--t U I C  Indexed 28,153 

ORACLE LOAD RESULTS 

Total CPU Time 
(Set 1 
786 . 21 

924.16 

Da ta  Base 
Design 

U I C  Not Indexed 

U I C  Indexed 

One hundred PMS headers were then selected t o  have t h e i r  U I C  f i e l d  

updated. The SQL statement used t o  perform the update was: 

Total 

(Set 1 Average Update Time (Sec) 

-17 --- 22.76 

. 26 + 52.9 26.49 

Average Update Time % Degradation i n  cpu Time 

UPDATE HEADER SET U I C  = -(UIC) WHERE PRIMARY - KEY = - 
The r e s u l t s  OF the  update operations are summarized i n  the t a b l e  below. 

The average update time was derived from the repor te r  f i l e .  

t ime and t o t a l  d i r e c t  I/O's were obtained from the VAX account log, where 

the  corresponding t o t a l  connect times reported there  were 41. and 50. 

seconds, respect ively.  

The t o t a l  CPIJ 

ORACLE UPDATE RESULTS 

Total 
D i r e c t  

I / O ' S  

498 

640 

- 

- 
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The overhead o f  the index i s  again obvious, requ i r ing  more than 50% 
addi t ional  time co update the UIC f i e l d  w i th  the index. CPU time increased 

by 16% and d i r e c t  I/O's by almost a t h i r d  as well. 

' Average Delete Time 
Data Base Design (Set 1 

U I C  Not Indexed .26 

U I C  Indexed .26 

The same one hundred PMS headers updated above were deleted next, The 

SQL statement used v ia  the host language in te r face  was: 

Total CPU Total 
Time (Sec) D i rec t  I/O's 

- 
27.96 689 

29.92 689 
4 

- DELETE HEADER WHERE PRIMARY - KEY = 

The resu l t s  o f  the delete tes ts  are summarized i n  the fo l lowing table,  
where the average delete time was taken from the repor ter  f i l e  ayd tt,e 

t o t a l  CPU t ime and t o t a l  d i r e c t  I/O's fr-c the VAX accounting f i l e .  I n  the 

VAX accounting f i l e ,  the t o t a l  connect times were 55. and 56. seconds for 

the two runs, respectively. 

ORACLE DELETE RESULTS 

The resu l t s  ind ica te  l i t t l e  impact on performance a t t r i b u t a b l e  t o  the 
presence o f  the UIC 6-tree. The CPU t i m e  shows approximately 7% more time 

required f o r  the data base w i th  U I C  indexed but the number o f  d i r e c t  I/@ 
operations i s  iden t ica l  i n  the two tests .  

ORACLE Vers im 3.0 Results - 
I n  the tes ts  run t o  determine the impact of applying d i r e c t  access 

techniques t o  a f i e l d  i n  a record using ORACLE 3.0, two tab le  structures 
were defined, The two were i den t i ca l  except for  the d e f i n i t i o n  o f  one 

f ie ld .  The tab le  used i n  the contro l  run, where no index was placed on the  
U I C  f i e l d ,  i s  shown here. 
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PRLMAAY KEY* - SDF ~HESSAGE I HEADER 1 M I D  S ID*  l I M E *  U I C  - 
4 

Indexed F i e l d  

Data Base Design Average Inse r t i on  Rate 
(Hd r s/Sec ) 

I n  the other run, an index was placed on !!IC i n  add i t iop  t o  the 

ind ices def ined above. 

3.2,1,1,2 o f  t h l s  reoort, was used i n  t h i s  test ing.  

The o l d  space d e f i n i t i o n  as defined i n  Section 

X Degradation i n  
Average Inser t ion  Rate 

F i r s t ,  the  data base was loaded with 5,000 PMS-like header records, 

eacn w i th  a unique UIC value. 

bel  ow. 
The resu l t s  for rhe two t e s t  cases are given 

ORACLE LaAD RESULTS 

I U I C  Not Indexed I 
1"'" Indexed I 

5.04 

3.52 + 3G.2 

A c loser  examination o f  the resu l t s  o f  the two loads reveals t h a t  both 

the CPU time End number o f  d i r e c t  1/0 operations increased dramat ica l ly  

when the index was added on UIC. Those resu l t s  .we shown here. 

ORACLE LOAD RESULTS 

I Data Base Design 'Total  D i rec t  I/O's I 
10,347 I 2 '  ' 5 6  

I UIC Not Indexed 

I ulc Indexed I 

I 661.17 I 
I 849.66 I 

I I 
A -  

I I 



kit, one hundred headers were modif ied by s e t t i n g  the UIC f i e l d  t o  

i t s  addi t ive inverse. Following th i s ,  t he  same one hundred headers were 
deleted from the data base. The SCP. statements which performed these two 
functions are given by: 

Data Base 
Design 

U I C  Not Indexed 
U I C  Indexed 

- t 

UPDATE HEADER SET U K  = - (UIC) WERE PRIHARY - KEY = 

Aver age Total Total 
Update Time 2 Degradation i n  CPU Time D i rec t  

(Sec) Average Update Time (Sec) I/O's 

. 10 -- - 6-95 205 

.19 + 90.0 11.76 333 

and 

DELETE FROM HEADER WERE PRIMARY - KEY = 

The r e s u l t s  o f  the update operation show t h a t  the addi t ion o f  an index 
t o  a f i e l d  introduces addi t ional  overhead i n  updating as wel l  as loading. 

The index must also be updated each t f n e  the value i n  the f i e l d  i s  updated. 
This can be seen i n  the t a b l e  below. 

ORACLE UFDATE RESULTS 

I n  t h i s  case, the addi t ion o f  the index t o  the U I C  f i e l d  near ly 

doubled the time i t  took t o  update 100 records. 

While the impact o f  an index on de le t ion  was not as great as on 

modif icat ion,  some degradation was apparcnt, as can be seen from the tab le  
bel ow 
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ORACLE DELETE RESULTS 

, 
Average Total Total 

Data Base Delete Time X Degradation i n  CPU Time D i rec t  
Oesi gn (Sec) Average Delete Time (Sec) I,lO's 

( U I C  Not Indexed .23 --- I 14-10 254 

U I C  Icdexed -26 + 13.0 16-30 358 

Whereas i n  a mod i f i ca t ion  o f  a value which i s  indexed, the order ing 

w i t h i n  the index i s  altered, t h i s  i s  not the case when a value i s  deleted. 

The ordering w i t h i n  the index does not vary - only the delete takss place. 

This could account f o r  the small increasc i n  CPU whm U I C  was iodexed. 

SEED Version C.00.03 Results 

I n  SEED, d i r e c t  access t o  a p a r t i c u l a r  f i e l d  may he gained i n  one of 

two ways. E i ther  a separate record can he created f o r  the f i e l d ,  where the 

f i e l d  i s  "CALC"ed (hashed), or an index (R-tree) can be created f o r  a 

non "CALC"ed f i e l d  i n  an e x i s t i n g  record. The three data hare designs f o r  

the contro l  test ,  d i r e c t  access through record tes t ,  and direct access 

through index t e s t  are shown helow. 

H4 PKF Y Ncltc: I I I C  e x i s t s  <IS n 
non-cdlc. f i r l d  i n  
rw-ord R4 t'Kt Y - 

Control : 

RS Mt SSAGI 



SEED Schema 

D i rec t  Access 
Through Record : 

R5 - MESSAGE 

SEED Schema 

D i r e c t  Access 
Through Index: 

Note : \/-denotes index 

The methods used t o  a l t e r  and delete records i n  the three t e t t  cases 

were as fo1:ows. In the contro l  run, the primary key was formed, 
cor rec t  R4 - PKEY fecord was accessed through the OBTNC c m a n d ,  and I.+[? 

record was e i t h e r  updated or  deleted. 
test, the correct  R6 U I C  was accessed through OBTNC, a l tered o r  deleted, 

and i t s  member i n  R4 - P K E Y  was a l tered or  deleted. I n  the d i r e c t  access 

through index test ,  the correct  R4 - PKEY record was located through OBTNI, 

and then a l tered o r  deleted. 

In the d i r e c t  access through record 

(See Appendix 111) 

The loading resu l t s  o f  the three runs are shown below. 
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SEED LOAD RESULTS 

--- 
+ 40.8 

+ 11.2 

Data Base Design 

18,286 

29,151 

18,852 

Control Run 

D i  r e c t  Access 

D i  r e c t  Access 

Through Record 

Through Index 

herage Inser t ion Rate 
(Hdrs/Sec) 

5.00 

2.96 

4.44 

Direct  

I 

While the time required t o  load 5,000 records i s  increased by 
app l ica t ion  o f  e i t h e r  method o f  d i r e c t  access for a f i e l d ,  the percent o f  

degradation i s  much greater when using a record as opposed t o  an index, as 
shown i n  the t h i r d  column o f  the t a b l e  above. When the R6 - U I C  r x o r d  i s  

present i n  the schema, there i s  addi t ional  overhead f o r  ac tua l l y  loading 

the  R6 - UIC record and f o r  forming the proper set l inkage connecting i t  t o  

the R4 - PKEY record each t i m e  a neu input data record i s  inserted i n t o  the 
data base. Also, because o f  the addi t ional  set linkage, the length o f  the 

R4 - PKEY record i s  increased by 4 bytes. The number o f  SEEO pages t h a t  are 
95-100% f u l l  increases from 31 i n  the control  run t o  45 i n  the d i r e c t  

access through record run. The s t a t i s t i c s  bear out the fact t ha t  more 
d i r e c t  I/O's are occurring i n  the second test ,  increasing from around 

18,300 t o  29,200, or about 60%. 
the same number o f  pages (31) are 95-100% f u l l  as i n  the control  run. 

Also, the number o f  d i r e c t  I/O's i s  only s l i g h t l y  higher, a t  around 
18,900. When using an index, the overhead o f  p lacing the value i n  a B-tree 

ir! a separate area o f  the data base exists, which may account f o r  the small 
increase i n  d i r e c t  I/O's. 

I n  the d i r e c t  access through index run, 

The resu l t s  o f  a l t e r i n g  and delet ing 2% o f  the records i n  the data 

base i s  shown below f o r  each o f  the three designs. 
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SEED UPDATE AND DELETE RESULTS 

Data Base Design Average 
Update Time 

( Sec 1 

Control Run . 08 

% Degradation 
i n  Average 
Update Time 

D i rec t  Access 
Through Record 

Through Index 
D i  r e c t  Access 

--- 
+ 225.0 

+ 62.5 

. 26 

.13 

Average X Degradation 
Delete Time i n  Average I ( Sec 1 Delete Time 

--- I -23 1 
I -30 I + 30.4 

. ZU I + 21.7 

I n  the control  run, the U I C  f i e l d  can be updated very qu ick ly  because 

the correct  R6 - PKEY record i s  obtained by *CALC*ing on PKEY. 

proper record has been made *current*, the U I C  f i e l d  can be updated 

easi ly. When a record i s  created f o r  the f i e l d ,  2 records must be 

updated--the R6 UIC  which i s  accessed d i r e c t l y ,  and the proper R4 - PKEY 

member record. men an index i s  created f o r  the f i e l d ,  access i s  slower 

than a d i r e c t  hash t o  the record using the primary key value becaLse of 
navigating the B-tree, but because o f  the ordering w i th in  the B-tree, 

access i s  s t i l l  faster  than through an mer-member access. 

Af ter  the 

The delet ion s t a t i s t i c s  show the same kind o f  behavior as the 

modif icat ions. The control  run could delete records faster, because only 
one record i s  needed t o  be accessed per delete. Records obtained through 

indexing could be deleted faster  than those obtained through an owner- 

member re la t i onsh ip  ( d i r e c t  access through record;, although the dif ference 
between the two methods was not as s i g n i f i c a n t  as i n  updating. 

I n  the control  runs f o r  the update and delete tes ts  the locat ion of 

the record i n  question was determined by "CALC"ing t o  i t  using the unique 

primary key value i n  the R4 - PKEY record. 

f a c i l i t y  i s  the reason the control  runs can locate the U I C  so e f fec t i ve l y .  

I f  a sequential search o f  the R4 - PKEY records was required t o  f i n d  a 
p a r t i c u l a r  U I C  value the control  run would have had m x h  d i f f e r e n t  resul ts .  

It should be noted tha t  t h i s  
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INGRES Version 1.3 Results 

M I D  - S I D  

The tab le  s t ructure used f o r  t h i s  t e s t i n g  i s  shown i n  the diagram 

bel ow . 
AEADER Table 

SSC SDF TIME U I C  MESSAGE HEADER 

The two d i f f e r e n t  methods o f  loading avai lab le t o  INGRES users, copy 

and repeat append, are described i n  Section 3.2.1.3.4 o f  t h i s  report.  The 

three data storage structures employed i n  t e s t i n g  throughout t h i s  report  - 
heap, hash, and ISAM are described i n  Section 3.2.1.3.2 o f  the report. 

I n  t h i s  test ,  5,000 records were loaded i n t o  the data base using the 

copy command and were stored i n  heap structure. Following the load, 

indices were created fo r  the concatenated primary key (made up of the 
H I D  - S I D ,  SDF, SSC, and TIME f i e l d s  o f  the input  record), and for t h e  

M I D  - S I 0  f i e l d  and the T I N E  f i e l d .  
defined as IV but no index was created f o r  it. Following the load, 2% of 

the records i n  the data base, o r  100 records, were updated, and then t i le  
same 100 records were deleted. I n  the second run, the U I C  f i e l d  was 

defined as I*2, and an "ISAM" index was created f o r  the f i e l d .  As i n  the 
f i r s t  run, 100 records were then updated and deleted. 

I n  the f i r s t  run, the U I C  f i e l d  was 

Because o f  the manner i n  which indices are created, the d i f ference i n  

load time between the two runs described above i s  j u s t  the t ime necessary 
t o  create an index on UIC.  

The chart  below shows the times ttecessary t o  load the data and create 

the various indices. 
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Data Base 
Design 

U I C  
Not Indexed 

U I C  Indexed 

There appears t o  be an 8% degradation when an index i s  created on 

UIC. I f  the  UIC 

had been indexed on the f i r s t  run instead o f  the second, the t o t a l s  would 

have been 517 seconds and 445 seconds, respectively. 

degradation would have been about 14%. This i s  because there was a 3-1/2% 
d i f ference between the times necessary t o  complete the same three tasks i n  

each run. 

However, the degradation could be considered much more. 

I n  t h i s  case the 

Create x 
Create Indices Create Average Degradation 
Index on M I D S I D  Index Inser t ion  i n  Average 

Load on PKEY and TIM€ on U I C  Total Rate Inser t ion  
(Sec) (Sec) (Sec) (Sec) (Sec) iHdrs/Sec) Rate 

176. 160. 125. 461. 10.85 --- 

167. 156. 122. 56. 502. 9.98 + 8.0 

The resu l ts  o f  updating and delet ing the data base are shown below f o r  
both cases. The INGRES statements which performed the updates and deletes 

were: 

RANGE OF H IS HEAQER 
REPLACE H(UIC=-H.UIC) WHERE 

H.MID SI0 = AND 
AND 
AND 

H . SSC- 
H.SDF - 

- - 
- 

H.TIME = 

DELETE H WHERE 
H.MID S ID  = AND 

AND 
AND 

H . SSC- 
H.SDF - 
H.TIME = 

- - - 
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INGRES UPDATE AND DELETE RESULTS 

Data Base Design 

UIC Not Indexed 

U I C  Indexed 
4 

Aterage Z Degradation Average X Degradation ' 
Update l ime i n  Average Delete Time i n  4verage 

( Sec 1 Update Time (Set 1 Delete Time 

. 79 --- 1.04 --- 
1.04 + 31.6 1.25 + 20.2 

The degradation i s  s i g n i f i c a n t  i n  both the update and the delete runs, 
bping about 32% and 20%, respect ively.  

2.3.2 Key Length 

The a b i l i t y  t o  a f ford d i r e c t  access t o  a record based on a p a r t i c u l a r  

index value requires tha t  the DBMS software be capable o f  managing 

d i f f e r e n t  key value lengths. Character s t r i n g  data i s  the most l i k e l y  

candidate t o  be var iab le i n  length and has been the ta rge t  o f  these tests.  
Some DBMS implementations have f a i l e d  t o  manage more than the f i r s t  por t ion  

o f  the key value as the index and t r e a t  values tha t  are not the same but 

whose i n i t i a l  por t ion  i s  iden t ica l  as duplicates. Other implementations 

have provided key compression techniques which e f f e c t i v e l y  reduce the 

required stovage needs f o r  managing long key values. The tes ts  designed t o  

invest igate t h i s  aspect o f  performance used the P M S - l i  ke appl icat ion used 

previously (see Appendix I). The U I C  f i e l d  was defined as a character type 

f i e l d .  In the i n i t i a l  tes t ,  four byte character s t r i n g  values were used, 

i n  the second t e s t  e ight  byte values were used, and i n  the t h i r d  t e s t  

twelve byte values were applied. 

inser ted i n t o  the data bas? and 250 headers were accessed using appropriate 

U I C  values as the guiding se lect ion c r i t e r i o n .  

I n  each case, 5,000 PMS headers were 

ORACLE Version 2.3.2 Results 

Since ORACLE permits var iab le length f ie lds ,  the tab le s t ructure used 

f o r  a l l  the tes ts  was the same. The values loaded i n t o  the UIC f i e l d  

determine the character length, thus e l im ina t ing  the need t o  define 

d i f f e r e n t  schemas fo r  each tes t .  The design used speci f ied the UIC f i e l d  
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as an "imaged" (indexed) f i e l d  tha t  was character type data w i t h  a maximum 

length o f  12 characters. The tab le  s t ruc tu re  for the tes ts  follows: 

PRIMARY KEY* M I D  - SID*  TIME* U I C *  SDF MESSAGE HEADER - 
HEADER Table 

, 

*Indexed F ie ld  

The resu l t s  o f  loading 5,000 PMS headers i n t o  the three data bases i s  

sumnari zed bel ow: 

ORACLE LOAD RESULTS 

U I C  Descr ipt ion 

4 Byte Character 

8 Byte Character 

12 Byte Character 

S t r ing  

St r ing  

St r ing  

herage Inser t ion  Rate 
(Hd r s /  Sec ) 

2.45 

2.42 

2.45 

% Degradation i n  
berage Inser t ion  R a t e  

The resu l t s  o f  the tes ts  show tha t  no s ign i f i can t  d i f ference i n  performance 

ex i s t s  due t o  the var iab le character lengths used i n  these tests .  

A s ing le query statement was constructed t o  exercise each o f  the data 
bases once loaded. The format o f  the SOL statement used i s :  

- SELECT * FROM HEADER WHERE U I C  = 
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The query was executed using 250 d i f f e r e n t  U I C  values f o r  each data base. 

The resu l t s  o f  the tes ts  are summarized i n  the fo l lowing table:  

ORACLE QUERY RESULTS 

U I C  Descr ipt ion 

4 Byte Character 

8 Byte Character 

12 Byte Character 

S t r ing  

St r ing  

St r ing  

Average Response Time 
( W  

. 19 

019 

-20 

% Degradation i n  
9verage Response Time 

While the 5.3% degradation i n  the average response t ime f o r  the 12 byte 

character s t r i n g  i s  w a l l  and therefore not conclusive evidence o f  the  

impact o f  key length on performance, the t rend i s  pr?sent and should be 

noted . 
Seed Version C .OO .03 Results 

As i n  the previous section, d i r e c t  access t o  a f i e l d  i n  a SEED data 
base may be gained through the use o f  e i t he r  a record or  an index. For 

each o f  the three cases, i.e. Character*4, Character*8, and Character*12, 

both methods were tested. The data base designs are i den t i ca l  t o  the 

designs i n  the previous section, w i th  the exception tha t  the U I C  f i e l d  was 

defined as one o f  the above character lengths. 

I n  the tes ts  which employed the use o f  records t o  gain d i r e c t  access 
t o  a tJ IC f i e l d ,  the query tha t  was performed was t o  "CALC" (OBTNC) the 
proper R6 - U I C ,  and then f i n d  (OBTNPO) the correct  R4 - PKEY member on 5% o f  
the records i n  the data base. I n  the cases using an index on the U I C  f i e l d  

i n  R4 - PKEY, the method used was t o  do a " f i n d  on index" (ORTNI) tr access 

the proper R4 - PKEY record on 5% o f  the records i n  the data base. 

Appendi x I I I ) 
(See 
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The loading resu l ts  o f  a l l  t e s t s  are shown below, grouped by method o f  

Total 
Connect 
Time 
(Sec) 

1,842.89 

1,633.14 

1,899.80 

1,134.36 

1,210.40 

1,223.03 

d i r e c t  access. 

Total  X o f  Total 
CPU Connect 
Time Devoted 
(Sec) To CPU 

942.48 51 

937.44 57 

952.04 50 

647.93 57 

679.40 56 

686.53 56 

SEED LOAD RESULTS 
- 

Method 

Record 

- 
Index 

- 

U I C  
Descr i p t  i on 

4 Byte 

8 Byte 

12 Byte 

Character S t r ing  

Character S t  r i n g  

Character S t r ing  

4 Byte 

8 Byte 

12 Byte 

Character S t r i  pg 

Cha rac t e  r S t  r i ng 

Cha r ac t e r S t  r i ng 

Average 
Inser t ion 

Rate 
[ Hd rs/Sec ) 

2.71 

3.06 

2.63 

4.41 

4.13 

4.09 

6 Degradation 
i n  Average 

Inser t ion  
Rate 

--- 
- 12.9 

+ 3.0 

--- 
+ 6.3 

+ 7.3 

I n  the "Record" group, the 8 Byte Character S t r ing  run stands out as 

having much be t te r  performance than e i ther  the 4 Byte Character S t r ing  o r  12 
Byte Character S t r ing  run. However, by examing the t o t a l  CPU times, there i s  

on ly  about 1.5% maximum di f ference (15 seconds) over the approximately 900 

t o t a l  seconds, a d i f ference which i s  not s ign i f i can t .  However, i n  the  8 Byte 

Character S t r ing  run, a greater percentage o f  the t o t a l  connect t ime was 

devoted t o  the CPU than i n  the ot:ler runs, thereby reducing the t o t a l  time. 
If, i n  the 8 Byte Character S t r ing  run, 50% o f  the t o t a l  connect t ime had 

been devoted t o  CPU, as i n  the other runs, the t o t a l  connect t ime would have 

been about 1,875 seconds, which would have placed i t  between the 4 Byte 

Ckaracter S t r ing  and 12 Byte Character St r ing runs, as might be expected. 
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I n  the "Index" group, where the percentage of t o t a l  t ime devoted t o  CPU 
i s  approximately equal f o r  a l l  three runs, the t o t a l  connect times show tha t  

load rates are impacted by the length of the var iab le which i s  t o  be 

d i  r e c t l y  accessed . 

% Degradation 
i n  Average 

Response Time 

I n  both the "Record" group and "Index" group, the degradations are not 

dramatic, but the t rend does appear and should be noted. 

Total Total 
Connect CPU 

Time Time 
(sec) (sec) 

The resu l t s  o f  querying on the same data bases are shown below. The 
resu l ts  i n  t h i s  tab le  a r e  a lso grouped by method o f  d i r e c t  access. 

--- 
--- 
--- 

- 
Method 

27.33 13.99 

28.48 14.57 

28.10 14.30 

Record 

Index 

SEED QUERY RESULTS 

U I C  Descr ipt ion 

4 Byte Character S t r ing  

8 Byte Character S t r ing  

12 Byte Character St r ing 

4 Byte Character S t r ing  

8 Byte Character S t r ing  

12 Byte Character St r ing 

Aver age 
Response 

T i  me 
( Sec 1 

.12 

.ll 

.12 
~ 

.ll 

0 1 1  

0 1 1  

I I 

~~ 

-- - 
- 8.3 
--- 

The t o t a l  CPU times o f  a l l  runs are very s imi la r .  The length o f  the 

d i rec t  access f i e l d  does not appear t o  s i g n i f i c a n t l y  impact r e t r i e v a l  
rates, regardless o f  whether the method o f  d i r e c t  access i s  o f  the "Record" 

or  "Index" type. 
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2.3.3 Key Dupl icat ion 

I n  the preceding section, concern was stated about the ef fect iveness 

o f  some DWSs i n  managing larger  s ize f i e l d  values as indexes. A s im i l a r  

concern ex i s t s  regarding the e f fec t i veress  o f  the IWHS package i n  managing 

dupl icate key values. Some d i r e c t  access fmplementations have beerl found 

t o  demonstrate 5:gn i f icant  s e n s i t i v i t i e s  t o  key dupl icat ion.  A set of 

tests  were defined which axamine PSnS performance i n  the presence of 

varying mounts o f  key duplication. 

bases were required tha t  were ident ica l .  
data wi th  the exception tha t  the data valuer o f  one indexed fie;d were 

unique i n  the f i l - s t  case, were a l l  dupl icated once f n  the second, were a l l  
dupl icated f i v e  times i n  the th ' rd,  ani were duplicated ten times i n  the 

four th  test. 

I n  the f i r s t  group o f  tests,  four data 

I n t o  each was loaded the same 

After  19ading each data base, a number of  records were u p d a t d  and 

l a t e r  deleted t o  fur ther  t e s t  the impact o f  dupl icat ion.  

appl icat ion was again selected as the t e s t  bed (see Appendix 1) and the UIC  

f i e l d  was chosen t o  contain the duplicated values (which were integer 

numbers smaller than 16 b i t s  i n  length). A to+al  o f  5,000 PMS headers 
were loaded i n t o  each data base and 100 records were updated and deleted 

from each. 

The PMS-like 

In  the second group o f  tests, a character s t r i n g  o f  length 10 (bytes) 
was chosen f o r  i he  k e j  value, and two data bases were loaded. 

f i r s t ,  the f i r s t  s i x  k j t e s  o f  the key value were the constant s t r i n g  

'UICUIC' and the l a s t  4 bytes were a unique character s t r ing.  

second data base, the f i r s t  four bytes were a unique character s t r i n s  and 
the l a s t  s ix  bytes were the constant s t r i n g  ' U I C U I C . .  The purpose o f  t h i s  

group o f  tests  was t o  assess the impact o f  p a r t i a l  dup l i ca t ion  w i th in  a 
chsrac'er s t r ing,  3s opposed t o  a numeric value, orl performance. 

f i r s t  set o f  tests, 5,000 PMS heaaers were loaded i n t o  each data base and 
100 records were updated and to le ted from each. This second group o f  t e s t s  

were conducted using ORACLE 2,J and SEED C." 

I n  the 

I n  the 

As i n  t i e  
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ORACLE Version 2.3 .2 kssul  t s  

PRIMARY - KEY* 

The only var iab le among the tes ts  WS the amount of dup l i ca t ion  
present i n  the l t I C  f i e ld .  This means t h a t  a s ing le  data base design was 

used f o r  a l l  tests. The t a b l e  s t ruc tu re  used i s  p i c t o r i a l l y  presented as: 

M I D  - SID*  TIHE* UIC*  SDF MESSAGE HEADER 

HEADER Table 

UIC Dupl icat ion Factor 

Values Unique 

Values Repeated Two Times 

Values Repeated Five Times 

( A l l  Values Repeated Ten Times 

Average 
Inse r t i on  Rate 

(Hd r s/Sec ) 

2.45 

2.40 

2.44 

2.40 

*Indexed F ie ld  

The load resu l t s  o f  the f i r s t  group o f  four tes ts  are sumnarized i n  the 
fo l lowing table:  

ORACLE LOAD RESULTS 

hl 

A1 

A1 

C Degradation 
i n  Average 

Inser t ion Rate 

*-- 

+ 2.0 

+ 04 

+ 2.0 

The resu l t s  show no evidence t o  conciude tha t  the presence o f  dup l i ca t ion  

adds s i g n i f i c a n t l y  t o  the overhead o f  managing the U I C  as an indexed f ie ld .  

The SQL statements used t o  t e s t  the update arld delete functions were, 

respect i t, sly : 
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UPDATE HEArER SET UIC  = -(UIC) WERE PRIMARY - KEY = - 
DELETE HEADER WERE PRIMARY - KEY = - 

and 

The resu l t s  o f  the update and delete t e s t s  are s m a r i z e d  i n  the tab le  
bel  ow: 

ORACLE UPUATE AND DELETE RESULTS 

UIC 
Dupl icat ion Factor 

A l l  Values Unique 

A l l  Values 

A l l  Values 

A l l  Values 

Repeated Two Times 

Repeated Five Times 

Repeated Ten Times 

Average 
Jpdate Time 

( Sec 1 

-26 

. 28 

027 

027 

t Degradatior 
in Average 
Jpdate Time 

--- 
+ 7.7 

+ 3.8 

+ 3.8 

Average 
k l e t e  Time 

( Sec 1 

26 

027 

-27 

027 

X Degradation 
i n  Average 
Delete Time 

--- 
+ 3.8 

+ 3.8 

+ 3.8 

The resu l t s  show that  no inherent werhead e x i s t s  due t o  the implementation 

o f  the B-tree management l o g i c  chosen i n  ORACLE tha t  i s  associated with the  
presence o f  dupl i c a t e  key Val ues . 

The second group o f  loading resu l t s  are shown i n  the fol lowing table. 

I n  I n  both runs, the U I C  f i e l d  was defined as a 10 byte character s t r ing.  

the f i r s t  run, the f i r s t  6 characters were the S t r i ng  ' U I C U I C '  and the l a s t  

4 characters were unique. 

unique and the l a s t  6 characters were the constant s t r i n g  ' U I C U I C ' .  

I n  the second run, the f i r s t  4 characters were 
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ORACLE LOAD RESULTS 

U I C  
Descr ip t ion 

1 I 'U ICUIC '  ( va r iab le )  

I (var iab le )  ' U I C U I C '  

The 

i g i b  

The 

Average 2 Degradation 

( Hd rs/  Sec ) 
I n s e r t i o n  Rate i n  Average 

I n s e r t i o n  Rate 

2.41 --- 
+.a 

2-39 I 
I I I 

di f ferences i n  i n s e r t i o n  r a t e  between the  two runs appears t o  be 

e. 

statements which were used t o  update and de le te  2% of  the records 

i n  the  data base are shown here. 

' WHERE PRInARY KEY = UPDATE HEADER SET UIC= ' X I C U I C  ---- - 
or 

U I C U i X '  ---- 

and 

DELETE HEADER WHERE PRIMARY - KE'.' = 

A t ab le  showing the r e s u l t s  o f  upddting and de le t i ng  records i n  the  

two cases follows. 
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ORACLE UPDATE AND DELETE RESULTS 

UIC 
s c r i p t  i on De 

Average 
Update 
T i  me 
( Sec 1 

' U I C U I C '  (var iable) 
(var iab le)  'U ICUIC '  

-45 
044 

--- 
- 2.2 

-27 
. 29 

X Degradation 
i n  Average 

Delete Time 

--- 
+ 7.4 

While there were di f ferences i n  modifying and de le t ing  records i n  the 

two data bases, the di f ferences were not large enough t o  draw any d e f i n i t e  

conclusions about p a r t i a l  dup l i ca t ion  i n  3 character s t r ing.  

ORACLE Version 3.0 Results - 

T'le data b.ise design used herc was i d e n t i c a l  t o  tha t  used i n  t h e  
ORACLE Version 2.3 resu l ts  presented i n  the sect ion p r i o r  t o  t . is. 

test ing,  the o l d  space d e f i n i t i o n ,  as defined i n  Section 3.2.1.1.2 o f  t h i s  

report,  was used . 
I n  t h i s  

F i r s t ,  a data base was loaded 4 times. The loads were i d e n t i c a l  

except f o r  the amount o f  r e p e t i t i o n  present i n  the U I C  f i e l d .  

data base was loaded, one hundred headers were modified, and then the same 

one hundred records were deleted. 

Af ter  each 
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The 1 oad resu l ts  are sumnari zed bel ow. 

UIC Dupl icat ion Factor Aver age 
Inser t ion  Rate 

(Hdrs/Sec) 

X Degradation 
i n  Average 

I I I 
I I I 

I A l l  Values Unique 

A l l  Values Repeated Two Times 
A1 1 Va I ues Repeated Five Times 

A l l  Values Repeated Ten Tiqes 
i 

I 3.52 --- 
3.44 + 2.3 

3.49 + .9 

3.49 + .9 

The dupl icat ion factor  d i d  not appear t o  have any s i g n i f i c a n t  e f fec t  
on the load rates o f  the four tests.  

Likewise, when 100 U I C  f i e l d s  were modified, and whtn one hundred 

records were deleted from the data base, no s i g n i f i c a n t  var ia t ions i n  ra tes 
appeared as a r e s g l t  o f  dupl icat ion i n  an indexed f ie ld .  

average update times are rounded t o  two decimal places, the degradation i n  

the second run appears as 10.5%. 
t ime was about 8.8%. 

Because the 

However, the degradation i n  t o t a l  connect 

The SQL statements supplied t o  update the U I C  f i e l d  and delete records 

from the data base are stated below. 

UPDATE HEADER SET U I C  = - (UIC)  WHERE PRIMARY - KEY = -- 
and 

DELETE FROM HEADER WtJERE PRIVARY - KEY = 

The resu l ts  o f  the two  tes ts  are shown i n  the tab le  below. 
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ORACLE UPDATE AND DELETE RESULTS 

U I C  Dupl icat ion Factor Average X Degradation Average 
Update Time i n  Average Delete Time 

( Sec 1 Update Time (Set 1 

AI! Values b i q u e  I 
1 A l l  Values Repeated 

A l l  Values Repeated 

A l l  Values Repeated 

I Two Times 

Five Times 

Ten Times 

I 
I 

--- 019 1 

. 20 I + 5.3 

20 1 + 5.3 

-21 I + 10.5 

. 26 

.26 

26 

.26 

SEED Version C .OO -03 Results 

As i n  the two previous sections, t h i s  t e s t i n g  was car r ied  out by the 

use o f  the t w o  rnethods o f  d i r e c t  access o f  a variable, creat ing a record 

and creat ing an index. The data base s t ructures were i d e n t i c a l  t o  the 

structures i n  Section 2.3.1. 

I n  the f i r s t  group o f  tes ts  when the method o f  access was "Record", 

the  method o f  a l t e r i n g  2% o f  the records i n  the data base was defined as 

described here and as show i n  the fo l lowing f low chart. 

F i r s t ,  the primary key was formed and the correct  R4 - PKEY record was 

obtained by "CALC"ing on t h i s  pr imary key. Next, tne owner o f  t h i s  record 
i n  the set connecting the R6 UIC record and the R4 PKEY record, was found. 
Because the t e s t i n g  was being performed using the U I C  f i e l d  as the f i e l d  
w i th  dupl icates, each unique value o f  U I C  corresponded t o  one R6-UIC record 

and many R4 - PKEY records. The value o f  U I C  was then a l te red  t o  i t s  

addi t ive inverse i n  the SEED workspace. Because there was a p o s s i b i l i t y  

that  one of the previous updates had the same U I C  value as the current one, 
2 :t - ?de t o  see whether an R6 - U I C  record had already been stored 
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U I C  on the R4 - PKEY 

was changed t o  the 

was made t o  see i f  

was performed) had 

deleted . 

w i t h  the current add i t i ve  inverse value. 
"current". 

I f  so, the record was made 
Otherwise a new R6 - U I C  record was stored. Next, the value of 

record was ai-ered t o  i t s  add i t i ve  inverse and i t s  owner 

new (or newly obtained) R6 - UIC record. F ina l l y ,  a check 

the o r i g i n a l  R6 - U I C  record (before the add i t i ve  inverse 

any remaining members. I f  not, the R6 - I I I C  record was 
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SEED Flow Diagram 

Form Primary Key - 
Find Correct 34 PKEY Record [ (0B;rrCT I 

(OBTNO) 

t o  i t s  add i t i ve  inverse 

Attempt t o  loca te  an 
R6 UIC record w i t h  t h i s  

value (OBTNC) 

does such a 

I 
I 

Store an R6 UIC 
with t h i s  newvalue I 

a l t e r  the value o f  UIC 
i n  the R4 PKEY record and 
change i y s  owner t o  the 1 new R6 UIC (MODIFS) 

check t o  see i f  the 
o r i g i n a l  R6 UIC record has 

any meiiibers l e f t  
(CNTMEM) ; 

i f  not, de lete i t  
(DELETE ) 
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The deletes were car r ied  out i n  the "ollowing way. As i n  the a l t e r ,  
the primary key was formed, the R4 - PKEY record was found, ana i t s  owner, 

the R6 - U I C  record was found. Then, i f  the owner had only one member, i t  

was deleted along w i th  the R4 - PKEY. 

only the R4 - PKEY was deleted. 

I f  the owner had more than one member, 

A1 1 Values Unique 

A l l  Values Repeated 
Two Times 

A l l  Values Repeated 
F ive Times 

A l l  Values Repeated 
Ten Times 

When the method o f  access was ttIndextt, the a l t e r s  were performed as 
follows. The primary key was formed and the correct  R 4  PKEY record was 

accessed (OBTNC). The U I C  f i e l d  i n  R4 - PKEY was modified. Any change 
necessary t o  update the B-tree was a lso performed. The delete was very 

s imi lar .  The primary key was formed, the R4 - PKEY record was obtained 

(OBTNC) and deleted. The proper ent ry  i n  the B-tree was also deleted. 

2.71 

3.24 

2.79 

3.24 

The loading resu l t s  are shown i n  the tab le  below. 

1,790. 

SEED LOAD RESULTS 

737. 

Met hod 

1,171. 

Record 

- 
Index 

- 

666. 

U I C  
Dupl icat ion 

Factor 

~~ ~~ 

Average 
Inse r t i on  

Rate 
(Hdrs/Sec ) 

A l l  Values Unique 

A l l  Values Repeated 
Two Times 

A l l  Values Repeated 
F ive Times 

A l l  Values Repeated 
Ten Times 

4.27 

4.37 

4.31 

4.24 

~ ~~ ~ ~~~~~ ~ 

% Degradation 
i n  Average 

Inser t ion  Rate 

--- 

- 19.6 

- 3.0 

- 19.6 

Total Total  
Connect CPU 
Time Time 
(Sec) (Sec) 

1,847. 943. t 1,541. 800. 

1,544.1 721. 
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When the method o f  d i r e c t  access i s  defined by use o f  a record, the 

resu l t s  show tha t  the CPU t ime decreases as the dupl icat ion fac to r  
increases. This i s  because fewer "owner" records are stored. The cor rec t  

U I C  record i s  stored only once f o r  a unique value o f  U I C  and then made 

"current"* f o r  subsequent occurrences o f  the same value. 

o f  d i r e c t  access i s  def 

not seem t o  have a s i g n i f i c a n t  impact on load rates. 

When the method 

oy use o f  an index, the dup l ica t ion  r a t e  does 

'Average 
/Update 
i Time 
(Set) 

The resu l ts  o f  a l t e r i n g  and de le t ing  records i n  data bases w i th  vary- 

i ng  rates o f  dup l i ca t ion  on the UIC f i e l d  are shown below. 

. 26 

.24 

.26 

SEED UPDATE AND DELETE RESULTS 

--- 1 
I - 7.7 

--- 

Method 

~ ~~~ ~~~~~ 

U I C  Dupl icat ion Factor 

x 
Degradation 
i n  Average 
Update Time 

Record A l l  Values Unique 
A l l  Values 

A l l  Values 

A l l  Values 

Repeated Two Times 

Repeated Five Times 

Repeated Ten Times 

--- 
- 19.0 
+ 7.1 

+ 31.0 

',idex ( A l l  Values Unique I 013 I --- 
A l l  Values 

A l l  Values 

A l l  Values 

Repeated Two Times 

Repeated Five Times 

Repeated Ten Times 

--- 

+ 7.7 

+ 15.4 

. 28 1 + 3.7 

028 1 + 3.7 I 
While a pat tern does e x i s t  ind ica t ing  possible degradation i n  update 

performance as the repe t i t i on  fac to r  o f  a f i e l d  increases, i n  both Record 

and Index d i r e c t  access, there i s  no evidence t o  support the idea t h a t  

delete funct ions are severely a f fected by the dup l ica t ion  ra te  o f  an 
indexed value. While the delete ra tes are increasing w i th  increased 

* The d e f i n i t i o n  o f  "current"  i s  most recent ly  accessed. 
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dupl icat ion,  the percent o f  increase i s  small, i nd i ca t i ng  possible s l i g h t  
degradation. 

Method 

I n  the second group o f  tests,  when the method o f  access was "Record", 

the data base was a l te red  by f i r s t  f i nd ing  the R4 PKEY record w i th  the 

correct  primary key (OBTNC) and then f ind ing the  owner i n  R6 - U I C  (OBTNO). 

The R4 - PKEY record was al tered. A new R6 - U I C  record was s t w e d  with the 

modified value and the o l d  value was deleted. I n  tes t i ng  the rates for  

deletion, the proper R4 - PKEY and R6 - U I C  records were obtained as described 

f o r  a l te r icg ,  and then both records were deleted. 

- 

Aver age 
Inse r t  i on 

(Hdrs/Sec ) 
U I C  Rate 

Descri p t  i on 

When the method o f  access was "Index", the updates and deletes were 

performed as follows. The primary key was formed and the cor rec t  R4 PKEY 
record was accessed (OBTNC), 

deleted. Any change necessary t o  update the B-tree was a lso performed. 

The UIC  f i e l d  i n  R4 - PKEY was modif ied o r  

IRecordl ' U I C U I C '  !variable) 

(var iab le)  ' U I C U I C '  

Index ' U I C U I C '  (var iab le)  
var iab le)  ' U I C U I C '  L I. 

The loading resu l t s  are shown below, grouped again by d i r e c t  access 

method. 

SEED LOAD RESULTS 

3.02 "-- 
2.65 + 12.3 

3.69 --- 
4.07 - 9.8 

I-- 

% 
Deg rada t i on 
i n  Average 

Inser t ion  
Rate 

% of 
Total 

Connect 
Devoted 
t o  CPU 

58 

51 

While the i nse r t i on  ra te  column shows a marked di f ference i n  load 
rates w i th in  each pa i r  o f  numbers, the t o t a l  CPU times f o r  each p a i r  are 

very s im i la r  ( less than 1% di f ference)  and the di f ferences i n  t o t a l  connect 

can be explained by the percentages l i s t e d  i n  the l a s t  column. 
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The r e s u l t s  o f  updating and de le t i ng  the  data bases are given i n  the  

tab les  which follow. 

Method 

Record 

SEED UPDATE RESULTS 

x Total 
Average Degradation CPU Total Total  

Delete Time i n  Average Time D i r e c t  Page 
U I C  Descr ipt ion (Sec) Delete Time (Sec) I /O's Fau l ts  

' U I C U I C '  ( va r iab le )  -25 --- 15.17 374 450 

I6 Degradation 
Update Time i n  Average 

IHethodI U I C  Descript ior! 1 ~~~~~~ 1 Update _ _ _  Time I 
Record 'U ICUIC '  ( va r iab le )  

I 

( v a r i  ab1 e)  ' U I C U I C  ' 

I 

I I l (var iab1e)  ' U I C U I C ' I  .14 I --- 

Index ' U I C U I C  ' ( va r iab le )  . 28 --- 15.21 441 

( va r iab le )  ' U I C U I C '  .I 32 + 14.3 17.34 474 1 -. 

SEED DELETE RESULTS 

2,425 

4,143 

Within each p a i r  o f  numbers, the average update times do not vary 
I n  each p a i r  o f  numers the  average de le te  time i s  about 12-14X great ly.  

greater fo r  character s t r i n g s  w i t h  the  va r iab le  p o r t i o n  i n  the le f tmost  
bytes. The t o t a l  CPU times f o r  the two runs employing "Hecora" type d i r e c t  

access d i f f e r  by only ahout 2% t15.2 s;id 15.5 seconds, respec t ive ly ) .  

However, the t o t a l  CPU times f 7 r  the "Index" runs show the same type of 
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behavior as average delete time (15.2 and 17.3 seconds). The va r ia t i on  can 

be explained by comparing the number o f  d i r e c t  I /O's and page fau l ts .  

the run where the var iable por t ion  o f  the character s t r i n g  i s  i n  the 

rightmost bytes, the number o f  d i r e c t  I /O's and page f a u l t s  are 441 and 

2,425, respectively. 
f a u l t s  are 474 and 4,143, 

I n  

I n  the other run, the number o f  d i r c . t  I/O's and page 

A l l  Values 
Repeated 
Two limes 

A l l  Values 

Re pea ted  
Five Times 

A l l  Values 
Repeated 
Ten Times 

INGRES Version 1.3 Results 

1 
174.1 166. 

177. 151. 

173. 152. 

I n  t h i s  test jng,  each o f  the four data bases (i,e., 5,000 uniquk 

values o f  UIC, 2,500 unique, 1,000 unique, and 500 unique) was loaded using 

the !MGRES copy camnand. Each was i n i t i a l l y  loaded a: heap aata, and 

indices were then created for the concatenated primary key (MIDSID, SSC, 
SDF, TIME), MIDSID, TIME, and UIC, 

58. 

57. 

57. 

A f te r  each data base YIS loaded, 100 records were mot5f:ed t o  + ' re i r  
add i t i ve  inverse, and then the same 100 records were deleted. 

523. 

511. 

505. 

The resu l t s  of loading the four data bases are shown below. The 

resu l t s  are broken down i n t o  tasks. 

INGRES LOAD RESULTS 

Data Base 
Design 

A l l  Values 
Un i que 

Create 
:reate 
[ndi ces 
;n M I D S I D  
tnd TIME 
Sec) 

122. 

125. 

126. 

123. 

--- 

berage 
Insert ion 
la te  
[ Hd rs/Sec ) 

9.98 

9.56 

9.78 

9.90 

x 
)eg rad a t  i on 
i n  Average 
Inse r t i on  

Rate 
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There i s  about a 4% maximum d i f fe rence between the four runs. In the 
column labeled "Create Index on UIC', the rnaximun d i f fe rence o f  2 seconds 
i s  neg l i g ib le  and can be a d r i b u t e d  t o  var ia t ions  i n  the operating system 
software. 

The resu l t s  of updating and de le t ing  records frm the four data bases 

are shown i n  the tab le  below. 

INGRES UPDATE AND DELETE RESULTS 

Data Base 
Design 

A l l  Values Unique 

A l l  Values Repeated 
Two Times 

A l l  Values Repeated 
Five Times 

A11 Values Repeated 
Ten Times 

1.04 

1.04 

1.06 

1.05 

I! Degradation 
i n  Average 
Update T i m  

Average 
k l e t e  Time 

( Sec 1 

1.25 

1.24 

1.23 

1.22 

1 Degradation 
i n  Average 
Delete l ime  

Again, there does not seem t o  be any s i g n i f i c a n t  degradation i n  

updating or delet ing due t o  uniqueness o f  the indexed value. 

2- 73 



3.0 LEVEL 2 DATA BASE PERFORMANCE TESTING 

The purpose o f  the tes ts  described i n  Section 2.0 were t o  determine 

the impact o f  various schema a l te rna t ives  on DBKS performance. To provide 

a t e s t  bed from which v a l i d  cmparisons could be made, the t e s t  environment 

was cont ro l led  so tha t  the condi t ions present f o r  one t e s t  were as s i m i l a r  

as possible t o  those for another. To assure th is ,  the tes ts  were run i n  a 

standalone fashion where the only non-system software requesting resources 

was the tc,t software ( inc lud ing the DBHS software). The impact o f  other 

computer users was not considered. 
wi th other users f o r  the resources o f fe red  by the host computer system. 

i s  also expected t h a t  a t  times m u l t i p l e  users w i l l  be simultaneously 

accessing the data base. One o f  the purposes o f  the Level 2 t e s t s  was t o  

demonstrate the  impact o f  contention for  both system and DBnS resources on 

data base performance. 

I n  normal pract ice,  a DBnS must contend 
It 

A second purpose for  the Level 2 t e s t  spec i f i ca t ion  was t o  demonstrate 

the impact o f  ‘tuning” DBHS and computer system parameters tha t  may i n f l u -  
ence data base performance. 

depecdent but can inc?ude such th ings as: 

spec i f icat ion,  and cache sizes. Therefore, ce r ta in  tes ts  which were per- 

formed using one DBMS may not have a d i r e c t  counterpart i n  tes t i ng  o f  
another DDMS . 

The DBHS optior.5 ava i lab le  are f u l l y  system 

data c luster ing,  block s ize  

A l l  t es t i ng  i n  t h i s  section was performed using the o r ig ina l  PnS 

design concepts (w i th  the exception o f  the ORACLE 3.0 test ing) ,  which were 
subsequently a l tered f o r  the tes t i ng  i n  Section 2. 
3.0 test ing,  the dsta base design was ident ica l  t o  t ha t  used i n  the Section 

2 test ing.  Because the resu l ts  o f  t h i s  sect ion w i l l  be used t o  determine 

the kind o f  <egradation t h a t  might surface when contention i s  introduced i n  

a system, i t  i s  believed tha t  the data base cesign or  change of design 

between UBMSs i s  not as important as i s  .he change i n  performance w i th in  a 

s ing le DBMS when contentior! i s  ictroduced. See Appendix I f o r  more 

informat ion on the tes t  e~vironments. 
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3.1 

KEY* 

Contention With Other Users 

SID* MID* SSC PLP SDF* SHID SIEC TIME* PLS SECHDR UIC* COMHENT 

I 

Contention w i th  other users f a l l s  i n t o  two categories, contention w i th  
DBHS and non-DBHS users. A set  o f  tes ts  were developed t o  measure the im-  
pact on data base performance o f  each type o f  contention, 

3.1.1 Contention U i t h  Non-DBUS Users 

To measure the e f f e c t  o f  non-DBNS users on the performance of a M S ,  

a ser ies o f  t es ts  were conducted. F i rs t ,  two contro l  runs were made. Each 

o f  these runs measured the presence o f  one function a t  a t ime i n  the 

cauputer i n  standalone mode. 
made on a M S - l i k e  data base containing 5,000 header packets, and i n  the 
second contro l  run, a Ron-data base re la ted  FCRTRAN progran was compiled. 

Next, t o  measure the e f f e c t  o f  the FORTRAN compilat ion on the data base 
performance, the FORTRAN canp i la t ion  was performed three times whi le a 

5,000 header MS- l i ke  data base was being loaded, F ina l l y ,  t o  measure the 

e f f e c t  o f  an outside process on query performance, a compilat ion and s ing le  

I n  the f i r s t  cont ro l  run, 50 queries were 

query ( r e t r i e v i n g  50 packets) were submitted s inu l  taneously, fol lowed by 
campi lat ion and 5 query jobs ( r e t r i e v i n g  50 packets each) submitted 

sirnul taneously. 

ORACLE Version 2.3.2 Results 

The ORACLE data base used i n  these tes ts  consisted of the s ing le  
header tab le  p ic tured below: 

a 

* Indexed F i e l d  
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A j o b  was submitted t o  load 5,000 PUS-like headers i n t o  a data base. 

A s  the data base was being loaded, an i n t e r a c t i v e  FORTRAN compilat ion was 
submitted three times a t  approximately 300, 600, and 900 seconds from the 

s t a r t  of the  load. The graph below summarizes the  load performance by 

p l o t t i n g  the connect t ime i n  seconds f o r  each 'PMS burst*  o f  seventy-two 

headers. 

The three peaks a t  bursts 12, 20, and 29 have been starred t o  i d e n t i f y  
the  occurrence o f  the FORTRAN compilatfons. The graph shows t h a t  the 

Performance o f  ORACLE 2.3 i n  loading the data base was cont inua l l y  
degradins as more records were added. So whi le the starred points do rlot 

show a dramatic reduction i n  performance, i t  should be noted t h a t  each 
starred point  forms a peak, w i th  the point  on e i t h e r  side o f  each s t a r  
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somewhat lower (3-4 seconds). On e i t h e r  side o f  the peak a t  the 12th 
burst, the average inse r t i on  ra te  was about 2.2 headers per second. The 

ra te  a t  the 12th burst was about 2 headers per second. Likewise, on e i t h e r  
side o f  burst  20, the ra te  was about 2.15 heauvs per second, while the 

ra te  a t  the 20th burst  was about 2 headers per second. F ina l ly ,  on e i t h e r  

side o f  the 29th burst, the r a t e  was about 2.1 headers per second, but t he  
29th burst  loaded a t  1.96 headers per second. 

would be expected, outside processes do have an impact on data base 

performance, however s l  ight. 

It can be concluded that, as 

I n  order t o  assess the impact o f  non-DBMS a c t i v i t y  i n  the query 

environment, the same FORTRAN compilat ion was used i n  conjunction w i th  the  

query rout ine employed i n  previous t e s t s  t h a t  selected 50 rows from the 

tab le  by qua l i f y i ng  the 'WHERE" clause wi th  a unique KEY value (e.g. SELECT 

FROM HEADER WHERE KEY = ). The t e s t  consisted o f  the submission 
o f  the FORTRAN compilation along w i th  a s ingle query job and then along 

w i th  f i v e  query jobs. 

A s m a r y  tab le  o f  the four runs appears below. 
"Query Times," the connect time i s  the higher connect time o f  the job and 

the detached process as obtained from the VAX account f i l e .  The CPU t ime 

i s  the sun o f  the CPU times f o r  the job and the detached process, also from 
the VAX account f i l e .  The mean time l i s t e d  under "Ouery Times" i s  the 

average t i m e  it took t o  r e t r i e v e  50 headers. 

I n  the column t i t l e d  
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ORACLE QJERY CONTENTION RESULTS 

PRIMARY - KEY* 

Descr ipt ion 

MID - S I D *  TIME* U I C  SDF MESSAGE HEADER 

Compile h l y  
(no contention) 

Query h l Y  
(no contention) 

Compile 2 Single 
Query Run 

Compile & 5 
Query Runs 

Campile Times 

Total 
:onnect T i  me 

(Set) 

16. 

25. 

57. 

Total 
CPU Time 
(Set 1 

11 -55 

11.37 

11.50 

Query Times 

ii gher Mean 
Total 

hnnect  Time 
(Set 

29 . 
44 . 

120 . 

Sum Mean 
Total 

CPU Time 
(Set) 

18.64 

19.46 

17.36 

As would be expected, the performance o f  both the FORTRAN compi lat ion 
and the ORACLE query suf fered as a r e s u l t  o f  contention f o r  system 

resources . 
ORACLE Version 3.0 Results 

The data base design used i n  t h i s  section was given as: 

HEADER Table 

Indexed F i e l d  

F i r s t ,  a PMS-like data base was loaded with 5,000 header records. 

While the load was being performe:, an i n te rac t i ve  FORTRAN program was 

submitted f o r  compilation three times, a t  approximately 180, 420, and 600 

seconds i n t o  the load. I n  the graph below, a p l o t  o f  the data base load i s  

shown, g iv ing  the t o t a l  connect t ime for each burst  of 72 header records. 
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I n  the graph, the three points  where a FORTRAN compilation was 

submitted are starred. These three points  stand out very c l e a r l y  and show 

tha t  a data base load can be severely a f fected by the presence o f  non-DBMS 

a c t i v i t y  i n  the system, On e i t h e r  s ide o f  the f i r s t  s tar red point ,  the 

data base was loading a t  about 6 headers per second, whi le a t  that  1s t  

po in t  the r a t e  dropped t o  about 3.1 headers per second. Likewise, on 
e i t h e r  side o f  the 2nd s tar red point ,  the load r a t e  was about 5 headers per 

second and a t  the 2nd po in t  the r a t e  dropped t o  about 2.9 headers per 
second. 

about 4.9 headers per second, which dropped t o  about 2.8 headers per second 

a t  the 3rd point. 

F ina l l y ,  on e i the r  s ide o f  the t h i r d  s tar red burst, the r a t e  was 

Next, the same type o f  t e s t  was performed, but on querying o f  the data 

base instead o f  loading. 

executed. 
I n  t h i s  tes t ,  the  same FORTRAN compi lat ion was 

The data base query that  was performed was 
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SELECT * FROM HEAOER WHERE PRIMARY KEY = - 
The query was performed 50 times. The tab le  below shows the resu l t s  o f  

four tests.  
the next, only the data base query was performed. 

compilation was executed i n  conjunction w i th  a s ing le  data base query, and 
f i n a l l y ,  a FORTRAN compilation was submitted simultaneously w i th  f i v e  data 

base query runs. The s t a t i s t i c s  were obtained from the VAX account f i l e  
and each "Query Time" l i s t e d  i s  the average t ime i t  took t o  r e t r i e v e  50 

header packets. 

I n  the f i r s t ,  only the FORTRAN compilation was executed. IG 
Next, a FORTRAN 

ORACLE QUERY CONTENTION RESULTS 

~~ 

Compile Only 
(no content i on) 

Query Only 
(no coritention) 

Compile L Single 
Query Run 

Compile L 5 
Query Runs 

Compi 1 e Times 

Total 
Ionnect Time 

(Sed  

Total 
:PU T ime 

(Set 1 
11.55 

12 . 09 

11.79 

Query Times 

Mean Total 
:onnect T i  me 

(Sec) 

26. 

39 . 
108. 

Yean Total 
CPU Time 

(Set) 
~~ 

17.17 

17.04 

16.92 

The presence of: both a FORTRAN compilation and an ORACLE query (or  

queries) i n  the system simultaneously had a s i g n i f i c a n t  impact on the  

performance o f  both. 

might be much greater, the degree o f  degradation could be even more 
s ign i f i can t .  

I n  a r e a l i s t i c  s i tua t ion ,  where the contention factor 
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SEED Version B.11.9 Results 

The data base s t ruc tu re  t h a t  was used i n  t h i s  t e s t i n g  i s  shown i n  the  

diagram below, and an explanat ion o f  the  s t ruc tu re  appears i n  Appendix I .  

SEED Schema 

I R7 - COMMENT I 

A j o b  was submitted t o  load 5,000 PMS-like headers i n t o  the  data 

base. 

600 seconds i n t o  the load, an i n t e r a c t i v e  FORTRAN compi lat ion was submit- 

ted. A graph showing the  loading times f o r  every bu rs t  o f  72 packets 

fol lows. The loading times f o r  the  bursts where a FORTRAN compi lat ion 

appeared are s ta r red  and stand out very c l e a r l y  i n  the  graph. 

As the  data base was being loaded, a t  approximately 180, 420, and 
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The average loau r a t e  on e i t h e r  side o f  the f i r s t  s tar red point  was 

about 6.9 headers p ~ r  second, but dropped t o  about 3.3 I: aders per second 

a t  the f i r s t  s tar red poivt .  On e i t h e r  side o f  the second star red point ,  
the average i n s e r t i o n  ra te  was about 6.3 headers per second, which dropped 

t o  about 3.2 headers per second a t  t ha t  second star red poin%. Last, the 
average r a t e  was ahout 5.9 headers per second on e i t h e r  s ide o f  the l a s t  

starred point  and about 3.1 headers per second a t  tha t  point. 

I n  the tab le  h-low, the resu l ts  o f  a compilat ion run only, a query run 

only, a compilat ion w i th  a s ing le  query run, and a compilat ion w i t h  
mu l t ip le  query runs are given. 
was t o  locate 1% or  50 R6 PKEY records, by formirg the unique PKEY value 

and ”CALC”ing OR it. The s t a t i s t i c s  were taken from the Y A X  account l o g  
and each query t ime l i s t e d  represents the average t ime f o r  r e t r i e v i n g  50 

header packets. 

The query tha t  was performed i n  these runs 
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B u s r m  AND TECHNOLOGIC~L SYSTEMS, INC 

M I D  - S I D *  

SEED QUERY CCNTENTION RESULTS 

SSC* SDF* T I M E *  U I C  MESSAGE HEFDER 

Descr ip t ion  

Compile Only 
(no content i  on) 

Query Only 
(no content ion) 

Compile & S ing le 
Query Run 

Corttpile & 5 
Query Runs 

Compile Times 

Total  
:onnect Time 

(Set 1 
16. 

29 . 
74 . 

Total  
:PU Time 

(se t )  

11.55 

11.43 

11.64 

Query Times 

Mean Total  
Connect Time 

(W 

18. 

28 . 
76. 

Yean Total 
CPU Time 

(Set) 

12.04 

11.41 

11.69 

As can be seen i n  the  chart,  the presence o f  both the  compi lat ion and 

query jobs i n  the  system a t  the  same t ime severely decreases the  perform- 

ance o f  each. 

INGRES Version 1.3 Resul ts 

The INGRES data base used i n  t h i s  t e s t i n g  i s  depicted i n  the t a b l e  

bel  ow . 
HEADER Table 

* Denotes Concatenated Primary Key (Indexed). 

Two jobs were submitted t o  t e s t  the impact o f  content ion from a 
FORTRAN compi lat ion on loading performance. I n  the f i r s t  run, 5,000 
headers were loaded i n t o  a data base w i th  no s t r u c t u r e  (i.c. HEAP) using 

repeat append. An i n t e r a c t i v e  FORTRAN compi lat ion was executed a t  

approximately 180, 420, and 600 seconds i n t o  the load. I n  the second run, 

the data was loaded using the copy cofimand i n t o  a data base w i t h  no 

s t ructure.  The FORTRAN cornpi lat ioi l  executed a t  approximately 50, 100, 
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and 150 seconds i n t o  the load. 

submit t ing the F O R T R A N  compilat ions dl i r ing the "copy" load was t h a t  the  
"copy" load took only  3-4 minutes. 

used, on ly  one F O R T R A N  compi lat ion would have been completed. For the  

f i r s t  load, the graph below shows the load performance by p l o t t i n g  the 

connect t ime i n  seconds f o r  each burst  o f  72 headers. 

presents the r e s u l t s  o f  the second load versus the r e s u l t s  of a s i m i l a r  

load where no content ion existed. Because o f  the  nature of the bulk load 
command, copy, s t a t i s t i c s  cannot be broken down by burst. Only the t o t a l  

s t a t i s t i c s  are avai 1 able. 

The explanat ion f o r  the  change i v  times f o r  

I F  the  o r i g i n a l  set  o f  t imes had been 

The fo l low ing  t a b l e  

For  the e n t i r e  data base load (except f o r  the 3 s tar red points) ,  the  

average i n s e r t i o n  r a t e  was about 4.2 headers per second. That r a t e  droryed 

t o  aSout 2.5 headers per second a t  each o f  the 3 s tar red points.  
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INGFiES LOAD CONTENTION RESULTS 

56 Degradation 
i n  Average 

I n s e r t i o n  Rate Load Descr ip t ion 

Total  
Connect Tlme 

(Sec) 

Load using "copy" 
no FORTRAN compi 1 a t i  on --- 

+ 16.5 

Load using "copy" 
FORTRAN compi 1 a t ions  a t  
50, 100, 150 seconds 

176. 

211 e 

Average 
I n s e r t i o n  Rate 

(Hdrs/Sec) 

28.4 

23.7 
I_ 

It i s  c l e a r  t h a t  the impact o f  outs ide processes on the load-ing r a t e  

o f  the INGRFS data base i s  s i g n i f i c a n t .  The d i f fe rence i n  t o t a l  connect 

t ime between the  two runs shown i n  the t a b l e  above i s  35 seconds. Each 

compi lat ion used approximately 16 seconds o f  connect time, o r  48 seconds 

t o t a l  f o r  the three compilat ions. I n  comparing t h i s  nuinber w i t h  the  35 
second t ime d i f ference between the two loads, i t  i s  observed t h a t  t h e  data 

base load u t i l i z c - d  on ly  a small p o r t i o n  o f  the  CPU whi le  the compi lat ions 

were beirrg performed. 

The r e s u l t s  o f  a compi lat ion only, a query run only, a compi la t ion 

w i t h  a s i n g l e  query run, and a compi lat ion w i t h  5 query runs are shown i n  

the t a b i ?  he1 . A f t e r  the data base had been loaded, a hash was created 

for the primary key, 

the data bace was 

The query t h a t  was performed on 5% o f  the records i n  

RANGE OF H IS t:EADER 

R E T R I E V E  (H.ALL) WHERE H.F!D - SID = 
AND H.SDI: - 
AND h . SSC - 
AND H.TIYE = - 

The s t a t i s t i c s  shown are from the VAX account l o g  and each time l i s t e d  

under "Query Times" represents an irverage t ime T O L '  r e t r i e v i n g  50 rows. 
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INGRES QUERY CONTENTION RESULTS 

Compile Only 
(no contention) 

Query h l y  
(no Contention) 

Compile L Single 
Query Run 

Compile L 5 
Query Runs 

I 
I 

Compile Times 

Total 
Zonnect Time 

(Set 

16. 

29. 

77. 

Total 
CPU l ime 

(sed 

11.55 

11 -95 

11.75 

Query Times 

Y i  gher Hean 
Total 

2onnect Time 
(Set 1 

36 . 
48 . 

148.4 

Sum Mean 
Total 

:PU Time 
( Sec 1 

24 . 56 

?3.10 

23 . 33 I 
Query and compilation performance are both severely a f fected by the  

presence o f  other processes i n  the system. 

3.1.2 Contention With DBMS Users 

Because a user Kay h .le t o  contend w i th  other DBMS users f o r  re- 

sources, i t  i s  important t o  attempt t o  measure the a f f e c t  o f  mu l t i p le  users 

on DBMS query performance. 

users contending fo r  the same data base and users contending fo r  d i f f e ren t  
data bases. 

This section deals w i th  contention, from both 

3.1.2.1 Users Contending for the Same D a t a  Base 

I n  t h i s  section, the fo l lowing tes ts  were devised. F i r s t ,  a set o f  

control  runs were made which measured a l l  non-data base re la ted a c t i v i t y  i n  

a FORTRAN query program. A set o f  eleven runs, cons is t ing o f  from one t o  

ten users and f i , ' teen users, performed a l l  o f  the l og i c  which i s  not DBMS 

speci f ic .  Then a second set o f  the eleven runs were conducted. This s e t  
o f  runs included the DBMS l og i c  tha t  was excluded i n  the contro l  set. 

Results o f  t h i s  set o f  runs demonstrate tne i+act o f  addi t ional  users wbo 

are contending fo r  s im i l a r  data base resources. 
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Cornparison o f  t h i s  set 's resu l t s  w i th  those o f  the control  set (between 
equa: numbers of users present) should provide an i nd i ca t i on  o f  the amount 

of inf luence the DBMS l o g i c  has versus t h a t  of the remainder o f  the FORTRAN 

code present i n  the tests. F ina l ly ,  because i t  i s  h igh ly  un l i ke l y  tha t  two 

users mu;d query the data base a t  exact ly the same time, a set o f  three 
runs were conducted, but i n  t h i s  set, instead o f  submitting the jobs 

simultaneously, the jobs were submitted a t  three second intervals.  The 
three runs consisted o f  5, 10, and 15 users, respectively. 

UXO* 

I 

ORACLE Version 2 .3 .2 Results 

SSC PLP SOF* SHIO SIEC TIHE* PLS SECHOR UIC*  COMMENT 

The ORACLE data base was iden t i ca l  t o  the PHS-like app l i ca t ion  used i n  

Section 3.1.1. The single tab le  used i s  sunmarized be!ow: 

HEADER Table 

* Indexed F i e l d  

The data base contained 5,000 PnS-like header records, and a s ing le FORTRAN 

rout ine which made 50 $?pries o f  the fo l lowing nature was submitted. 

SELECT FROM HEADER WHERE KEY = 

The FORTRAN query was submitted simultaneousiy t o  generate the desired 

contention leve ls  from which the resu l t s  below originated. 

The tab le  which fol lows shows the mean connect and CPll t ime f c r  the 

control  runs and the coctention runs when from one t o  ten, and then 15 

users were attempting t o  access the data base simultaneously. Also 

reported are the resu l t s  o f  the three runs submitted w i th  a three second 

w a i t .  The contention means a re  reported as the higher o f  the mean connect 
times and the sum o f  the CPU times f o r  the FORTRAN and det ched process 

runs obtained from the account log. Each "mean" time represents the 

average time i t  took t o  r e t r i e v e  a l l  50 rows, not j u s t  one row. 
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ORACLE QJERY CONTENTION RESULTS 

- 
lumber 

of 
Isers 

- 
1 
2 
3 
4 
5 
6 
7 

9 
10 

15 

a 

- 

Control Run 
(No db access) 

b a n  Total 1 
(;e; 

lonnect Time Total 
(Sed  CPU Tiine 

12.0 

38.7 
40.0 
47.7 
60.3 
68.9 
79.3 
88.4 
99.2 

137.3 

20.5 
8.4 
7.9 
8.2 
8.0 
7.7 
7.8 
7.9 
7.9 
8.0 
7.9 

7.8 

Content i on 

ii gher Hean 
Total 

Zonnect Time 
( Sec 1 

Sum Mean 
Total 

CW Time 
(Set 1 
1 

29.0 
46.5 
62.0 
83.0 

108.0 
121.3 
155.7 
168 . 3 
190.1 
209.6 

18 . 64 
17.48 
17.28 
17.32 
17.20 
17.03 
17.44 
17.28 
17.43 
17.59 

291 .6 17.40 

Cantention w i th  
I Sec. W a i t  In te rva l  

li g k r  Hean 
Total 

:onnect Time 
(W 

lC1.4 

194.6 

291 -0 

ium &an 
Total 

:PU Time 
Sec 

17.39 

17.76 

18.11 

These resu l t s  show a r e l a t i v e l y  constant increase i n  connect t ime propor- 

t i ona l  t o  the number o f  contending jobs present. The average CPU t ime does 
not vary s i g n i f i c a n t l y  as the number o f  users increases, i nd i ca t i ng  t h a t  no 

in te rna l  contention f o r  ORACLE resources occurs. The degradation i n  connect 

see, as demonstrated by the resu l t s  o f  the contro l  runs. 

t i ...._ .L.CI zoservw when contending jobs are present i s  what one would expect t o  

Examination o f  some other s t a t i s t i c s  revealed an impressive example of 
the ef fect iveness o f  ORACLE'S 1/0 bu f fe r ing  and caching techniques. 

i s  a tab le which sumnarizes the average number o f  d i r e c t  1/0 operations per- 
formed by the de;ached processes spawned by ORACLE f o r  each ac t i ve  FORTRAN 

query job  submitted. 

rjelow 
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ORACLE QUERY CONTENTION RESULTS 

Number of 
Users 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

15 

Average Number o f  D i rec t  
1/0 Operations 

Per Detached Process 

129.0 
62.5 
46 .O 
36.0 
30.2 
26-2 
23.6 
21.6 
21.2 
20.4 

42.1 

Average Number o f  Buffered 
1/0 Operations 

Per Detached Process 

340 . 0 
373.5 
378.0 
361 .O 
381 -6 
416.5 
418.3 
427.3 
493 . 3 
484 . 2 

574-1 

The dramatic reduction i n  d i r e c t  I/O's per process i s  possible because 
ORACLE recognizes the presence w i th in  i t s  own buf fe rs  of the l og i ca l  blocks 

requested by the detached process. 
d i r e c t  read. It should be noted that,  since each job i n  the t e s t  i s  

reading the same set o f  l og i ca l  blocks, the resu l t s  above exaggerate 

ef fect iveness o f  ORACLE'S 1/0 buf fer ing and csching somewhat. The increase 

i n  average I/O's a t  the f i f t e e n  user leve l  i s  evidence of t h i s  f a c t  s ince 

a t  t h i s  po in t  the operations have begun t o  lose snme of t h e i r  

synchronization resu l t i ng  i n  some blocks being reed more than once. Also 
included i n  the preceding tab le  i s  the average number o f  buffered I/O's per 

each detached process. 
"mailbox" c m u n i c a t i o n s  and i t  i s  not c lear  why they are increasing as the 

number of processes present increases. 

This el iminates the need t o  i n i t i a t e  a 

ie 

These operations are primPPily re la ted  t o  VAX 
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ORACLE Vercion 3.9 R,sults 

I n  t h i s  test ing,  the ORACLE data base design was i d e n t i c a l  t o  t h a t  i n  

Section 3. ..1. and i s  shown here. 

HEADER Table 

I PRIMARY - KEY*(MI!I - SID*(TIME*( UIC I SDF (MESSAGE I HEADER I 

* Indexed F i e l d  

Zn t i s  scenario, 5,000 PMS-like header records had previously been 

loaacd i n t o  the data base. Fran one t o  ten, and then 15 users queried the 

data base, each executing the fo l lowing query on lX, or  50 o f  the records 
i n  the d a t j  base: 

SELECT * FROM HEADER WHERE PRIMARY KEY = - 
Thn? tab le  below shows the resu l ts  o f  control  t e s t s  where no data base 

FORTRAN code was executed fol lowed by the resu l ts  o f  runs where the  data 

base FOfTRRN code was executed and the jobs were submitted simultaneously, 

and f i n a l l y  where t t-  runs were submitted i n  3 second in terva ls .  

ent ry  o f  the  table, the resu l ts  shown are the average o f  the r e s u l t s  

obtained f o r  t h a t  number o f  users as reported i n  the VAX account f i l e .  

Each "Mean 'lata1 Cowect Time", f o r  example, represents the average t ime i t  

took t o  r e t r i e v e  a l l  50 records. 

In each 
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ORACLE WERY CONTENTION RESULTS 

lumber o f  
Users 

~~ 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

15 

Control Rura 
(No db access) 

lean Total  
Connect 

T i  me 
(Set 1 

12.0 
20.5 
38.7 
40.@ 
47.7 
60.3 
68.9 
79.3 
88.4 
99.2 

137.3 

Hean 
Total  

CPU Time 
(W 

8.4 
7.9 
8.2 
8.0 
7.7 
7.8 
7.9 
7.9 
8.0 
7.9 

7.8 

Con t e n t  i on 

Can Total 
Connect 
T i  me 
(Set 1 

26. 
45 . 
62. 
81. 
101 . 
120, 
139. 
157, 
174. 
197, 

283 . 

Mean 
Total 

CPU Time 
(Set 1 

17.17 
16 . 55 
17.01 
17.07 
16.70 
16.95 
16.68 
16 . 55 
16.51 
16.71 

16.42 

Contenti on wi th 
3 Sec, bit 

In te rva l  

lean Total 
Connect 

T i  me 
(Set 1 

93. 

178. 

259 , 

Hean 
Total 

CPU Time 
(Set 1 

17.14 

16.96 

16.83 

There i s  an almost l i n e a r  increase i n  t o t a l  connect ti- as the 

number o f  contending users increases. The CPU t ime does not vary 

s i g n i f i c a n t l y  between runs however, i nd i ca t i ng  l i t t l e  i f  any contention f o r  

ORACLE resources, Another i nd i ca t i on  o f  t h i s  i s  the fact  t ha t  i n  a l l  

cases, the t o t a l  connect til* i n  the column headed "Contention" i s  about 

2 t o  2.1 times the t o t a l  connect t ime i n  the column headed "Control Run." 

I f  there was any contention f o r  data base resources present, t h i s  factor  
would not rm,ain constant. 

performance occurs when the jobs are not submitted simultaneously. 

It should a lso be noted t h a t  an improvement i n  

- SEED Version B.11.9 Results 

The data base design used i n  t h i s  t e s t i n g  was iden t ica l  t o  the design 

described i n  Section 3.1.1. 
records and then 50 queries were performed. 

PKEY, was formed and the proper record was found by hashing on the PKEY 

value (OBTNC) . 

The data base was loaded w i th  5,000 PMS-like 

In the query, the pr imary  key, 
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~~ ~ 

The tab le  below shows the mean t o t a l  connect t ime and mean t o t a l  CPU 

time for the contro l  runs and contention runs, when from one t o  ten, and 

then 15 users were attempting t o  access the data base simultaneously. 

surrnarized are content ion runs w i th  5, lr), and 15 users present wi th a 

three second in te rva l  between the submission of contending runs. The 
s t a t i s t i c s  were obtained from the YAX account f i l e .  "Mean Total " i s  

in terpreted as the average t ime i t  took t o  r e t r i e v e  a l l  50 records. 

Also 

Coctrol Run 
(No db access) 

SEED QUERY CONTENTION RESULTS 

Content i on 
- 
Number 

o f  
Users 

- 
1 
2 
3 
4 
5 

6 
7 
8 
9 
10 

15 
c- 

Can Total 
Connect 

T i  me 
(Set 1 

12.0 
20.5 
38.7 
40.0 
47.7 
60.3 

Mean Mean Total 
Total Connect 

CPU Time Time 
(Set) (Set 1 

8.4 18.0 
7.9 30.5 
8.2 45.3 
e.9 61 .9 

79.4 
7.8 7-7 I 97.7 

137.3 
I I 

I 
7.5 1 562.3 

Hean 
Total 

:PU Time 
(Set 1 

12.9 
11.9 
11 .9 
11.5 
12.9 
12.5 
14.0 
14.6 
14.7 
14.5 

14.6 

Contention w i th  
3 Sec. Uai t  In te rva l  

Mean Total 
Connect 
Time 
(Set) 

65.6 

122.9 

359.1 

Mean 
Total 

CPU Time 
( s e 4  

12.1 

12.4 

13.5 

While the mean CPU time continued t o  be f a i r l y  constant throughout the  
contro l  runs, it increased as the number o f  users increased i n  the 

contention runs. The increase i n  r.,ean CPU time might he a t t r i bu ted  t o  the 
fac t  tha t  when a j ob  i s  running and an i n te r rup t  occurs, the overhead o f  

processing tha t  i n t e r r u p t  i s  charged t o  the job. As the number o f  jobs 

t r y i n g  t o  run simultaneously increases, the number o f  i n te r rup ts  increases 

and the l i ke l i hood  tha t  a j ob  i s  ac t i ve l y  running whm an in te r rup t  occurs 

3-19 



( ra ther  than a system rout ine)  increases, thus the increase i n  mean CPU 

time. 
and 7 users. It i s  most l i k e l y  that ,  a t  t h i s  point ,  i n  add i t ion  t o  the 

ext ra overhead o f  processing in ter rupts ,  the v i r t u a l  system began t o  swap 
jobs i n  and out o f  memory more frequent ly because o f  a lack o f  main memory 

pa r t i t i o r ,  space avai lab le t o  s a t i s f y  a l l  the jobs present, 

The biggest jump i n  mean t o t a l  connect t ime takes place between 6 

By submit t ing the query jobs a t  3 second in terva ls ,  which represents a 
nore rea l  i s t i c  scenario, the content ion f o r  resources was reduced s i g n i f i -  

cant 1 y . 
I n  the fo l low ing  graph, the mean connect t ime o f  query re la ted  

a c t i v i t y  i s  p lo t ted  versus the number o f  jobs contending f o r  resources, 

The mean connect t ime i s  the average t i m e  necessary to  r e t r i e v e  one R6 - PKEY 

record. As i n  the previous table,  a large jump appears hptween 6 and 7 
users , 



INGRES Version 1.3 Results 

The INGRES data base used i n  t h i s  tes t i ng  was ident ica l  t o  tha t  used 

i n  Section 3.1.1. 
described i n  the diagram below. 

The data base contained a s ing le  table, HEADER, which i s  

HEADER Table 

Denotes Cmcatenated Primary Key (Indexed) 

The tab le  was stored i n  hash s t ruc tu re  w i th  the hash being on the m u l t i -  

f i e l d  key consis t ing o f  M I D  - SID, SDF, SSC, and TIME. The query t h a t  was 

performed (on 50 records) t o  assess the impact o f  mu l t i p le  users accessing 
the data base simultaneously was: 

RANGE OF H IS HEADER 

RETRIEVE (H.ALL) WHERE H.MID - S I D  = 
AND H.SDF - 
AND H.SSC - 
AND H.TIME = 

- 
- 
- 

The tab le  below i s  a comparison o f  the contro l  runs (i .e. no data base 

access) , simultaneous contention querying, and contention querying w i th  a 3 
second w a i t .  

"means" reported represent the average time i t  took t o  re t r i eve  a l l  50 

rows. 

The s t a t i s t i c s  were generated from the VAX account log. The 
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INGRES QUERY CONTENTION RESULTS 

lumber 
o f  

lsers 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

15 - 

Control Run 
(No db access) 

Yean TOG 
Connect 

T i  me 
(Set 1 

12.0 
20.5 
38.7 
40.0 
47.7 
60.3 
68.9 
79.3 
88.4 
99.2 

137.3 

Mean 
Total 

:PU Time 
(W 

8.4 
7.9 
8.2 
8.0 
7.7 
7.8 
7.9 
7.9 
8.0 
7.9 

7.8 -- 

Contention 

ii gher Mean 
Total 

Zonnect Time 
( W  

33 
58.5 
85.7 

113.3 
141.4 
171 -2  
209. 
227.3 
258.9 
284 

425.6 

ium Mean 
Total 

:PU Time 
(%C) 

23 . 48 
23.24 
23.37 
23 . 38 
23.35 
23.54 
23.54 
23 . 48 
23.44 
23.48 

23.55 

Contention w i th  
3 Sec. k 'a i t  In te rva l  

Higher Mean 
Total 

Ccnnect Time 
(Set) 

132.2 

264.6 

384 7 

Sum Mean 
T o t a l  

:PU Time 
( W  

23.17 

23.42 

23.50 

While the CPU times remained r e l a t i v e l y  constant throughout the e n t i r e  

scenario o f  runs, i nd i ca t i ng  no contention f o r  INGRES resources, the 
connect times increased propor t ionate ly  t o  the number o f  contending jobs 

present. This was t o  be expected. The d i f fe rence i n  t o t a l  connect t ime 

between jobs submitted simultaneously and those submitted w i th  a 3 second 

wai t  i n te rva l  i s  s i  gni  f i  cant . 
Another i n te res t i ng  s t a t i s t i c  which appeared was the number of d i r e c t  

I/O's issued per user f o r  contendfng users. 

fo l low ing  table. 

These a re  shown i n  the 
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INGRES QUERY CONTENTION RESULTS 

r'umber Average Number o f  Di rect  1/0 Operations 
o f  I Per Detached Process 

Jsers 
Simultaneous Submits 

I 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

61 . 
35. 
26.3 
22 . 
19.4 
17.7 
16.4 
15.5 
14.8 
14.2 

I 13. 

3 Sec. Wait In te rva l  

32 . 

24.1 

34.7 

Each o f  the contending jobs reads the same set o f  records from the 

data base. This tab le  suggests tha t  INGRES can recognize tha t  ce r ta in  

l og i ca l  blocks are already i n  i t s  bu f fe rs  and e l iminate a d i r e c t  I j O .  This 

can be seen more c l e a r l y  by comparing the two columns in the table. When 

the jobs are submitted simultaneously, there i s  a greater chance tha t  the 

l og i ca l  block requested by one process w i l l  s t i l l  be i n  a bu f fe r  from a 

previous process. 
jobs,  there i s  a higher l i ke l i hood  tha t  by the time a job  requests a 
cer ta in  l og i ca l  block, the bu f fe r  where tha t  block may have resided has 

been replaced wi th  a new record. 

I n  contrast, where there i s  a 3 second w a i t  between 

3.1.2.2 Users Contending for  Di f ferent  D a t a  Bases 

This section was included t o  assess the impact on a user's process 
when other users are contending f o r  data base rescurces, either. o f  the same 

o r  d i f f e r e n t  data bases. 
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I n  t h i s  test ,  varying numbers o f  PCDB queries and PMS queries were 

submitted simultaneously. 

TAPEID, ARCHIVER, CAT, and CATEGORY f o r  each tape i n  the data base. The 

PMS query accka;ed 5%, o r  250, o f  the header records i n  the data base. 

The PCDB query which was performed accessed the  

I n  each test ,  up t o  5 queries were submitted. The t e s t  was conducted 

using the ORACLE and SEED DBMSs. 

ORACLE Version 2.3.2 Results 

The o r i g i n a l  PMS design was used f o r  t h i s  test iny.  Both t h i s  design 
and the PCD9 design are discussed i n  Appendices I and 11, respectively. 

I n  t h i s  tes t ,  varying numbers o f  PCDB queries and PMS queries were 

submitted simultaneously. 
appl icat ions were: 

The queries chosen f o r  the PCDB and PMS 

PCDB - SELECT TAFE.TAPEI0, ARCHIVER, CAT, CATEGORY 

FROM TAPE, CAT 

WHERE TAPE.TAPEID= <' 
AND TAPE .TAPEID=CAT.TAPEID 

'> - 

PMS - SELECT * FROM HEADER WHERE KEY = ' I 

I n  the PCDB query, the information was ret r ieved f o r  each o f  55 tapes 

i n  the data base. 

( o r  250) of the records i n  the data base. 

I n  the PMS query, the informat ion 

I n  each tes t ,  up t o  5 queries were submitted. 

i n  tne tab le  on the next page and were obtained from 
The numbers across the top of the page represent the 
test .  The t r s t s  are div ided by the hor izontal  l i n e s  

was ret r ieved for 5% 

he resu l t s  are shown 
the VAX account f i l e .  

job number w i th in  a 
N i t h i n  a test ,  the 

term PCDB o r  PMS i s  placed next t o  the resul ts ,  i nd i ca t i ng  which query was 

executed. For example, the f i rs t  t e s t  consisted o f  cne PCDB que?y and the 

l a s t  t e s t  consisted o f  two PCDB queries and three PMS queries, For each 
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Bus tms  AND TECHNOLOGIG~L SYSTEMS, INC 

tes t ,  the resu l t s  include both the host job and the detached process. The 
connect time given i s  the higher o f  t ha t  for the job  and the detached 
process. The CPU t ime i s  the sum o f  the CPU t ime for the host job  and the 

detal-hed process. 

The PCOB query resu l t s  ind ica te  that  response t i m e  was more dependent 
on the t o t a l  number o f  jobs i n  the system rather  than the number o f  PCDB 
jobs i n  the system. Looking a t  rows 1, 7, 11, 12, and 13, where t h e x  i s  
one PCDB j ob  i n  each, the connect times i'ncreased as the t o t a l  number o f  

jobs increased. 
impacted the resu l t s  o f  the PCDB query more than the presence o f  2 PCDB 
queries i n  the system. 

Looking a t  rows 2 and 7, the presence o f  a PMS j ob  

Likewise, the PMS query resu l t s  were more dependent on the number of 
PMS jobs i n  the system rather  than the t o t a l  number o f  jobs. 

rows 6-10, tne PMS connect times ranged from 78 seconds t o  138 seconds. 

each job  there was one PMS query present. I n  row li, two PMS johs were 

introduced. The connect time f o r  each was abcut the same as row 10, where 

there were 5 jobs, but only 1 PMS jGb. I n  row 8 9  where there were 3 jobs 

present, but only one PMS job, the connect time fo r  tha t  PMS j ob  war 

s i g n i f i c a n t l y  lower than i n  row 11. 

Looking a t  

I n  

This sews t o  ind ica te  a much higher contention f o r  resources when PMS 
It should also be noted tha t  when one PCDB query was jobs were introduced. 

present, the CPU t ime was S4% of the t o t a l  connect time, and when one PMS 

query was present, the CPU t i m e  was 64% o f  the t o t a l  connect time. 
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SEED Version 8.11.9 Results 

The data base designs for  both the PMS app l ica t ion  and the PCDB 

appl icat ion appear i n  Appendices I and 11, respect ively.  

the o r ig ina l  PMS design was used. 

I n  t h i s  test ing.  

I n  t h i s  scenario o f  ruiis, varying nunbers of WS- l ike queries and PCDB 

queries were submitted simultaneously. 
queries were submitted. The fol lowing chart  shows the resu l t s  o f  each 

test ,  as reported i n  the VAX accounting log. 

separate tests. "?e nunbers across the top o f  the char t  stand f o r  job  1, 

2, 3, 4, and 5 wi th in  the test .  Above the job  i s  a spec i f i ca t ion  o f  
whether the j ob  was a PHS or  PCDB job. For example, t e s t  one cor.sisted o f  

one PCDB query and t e s t  two - 2 PCDB queries. Test 7 consisted o f  one PCDB 

query and one PMS query submitted simultaneously, and so on. 

I n  each tes t ,  a maximun o f  5 

The hor izocta l  l i n e  d i v i s ions  

One PCDB query consisted o f  r e t r i e v i n g  the TAPEID, ARCHIVER, CAT, and 
CATEGORY fo r  each o f  the 55 tapes i n  the data base, by "CALC"ing on the 

TAPE I D  . 
One WS-l ike query consisted of r e t r i e v i n g  a PMS header a f t e r  

cmput in2 the PKEY value from the input  record and "CALC"ing on it. This 

was repeated f o r  5% (or 250) o f  the records i n  the data base. 

While the CPU times for  the PCDB queries remain constant, and the CPU 

times f o r  the PMS queries remain constant (though much greater than the 

PCDB queires), the connect times increase as more jobs are i n  the system. 

The connect time fo r  the PCDB runs i s  more dependent on the t o t a l  number o f  

jobs i n  the system than the number o f  PCDB jobs i n  the system. The connect 

times f o r  the ?MS runs are dependent on the t o t a l  number o f  jobs i n  the 

system but also on the number o f  PMS iobs wi th in  the t o t a l  number. 
tends t o  ind icate a greater contention fo r  data base resources i n  the PMS 
query than i n  the PCDB query. 

This 
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3.1.3 Contention Between Query and Load 

I n  some appl icat ions the data base may be updated dynamically as users 

are accessing it. This can occur when the data is very v o l a t i l e  or when 
la rge  volumes o f  data must be added i n  rea l  t ime t o  keep up with the i npu t  

rates. The l a t t e r  o f  these i s  the case w i th  the  PMS appl icat ion.  Large 

volumes o f  data must be ingested i n  rea l  t ime or  the backlog m u l d  r e s u l t  

i n  l o s t  data. I n  order t o  see what impact may e x i s t  t o  the load rates if 
users were simultaneously querying the data base, a set of t es ts  were 

devised which would demonstrate load rates wi th from zero t o  f i v e  contend- 

ing  users querying the data base. 

o f  the PMS pro jec t  team and was done using only  ORACLE Version 2.3.2. 
This t e s t  was performed a t  the request 

PLP SDF SHID SIEC ?IME PLS SECHDR U I C  COMHENT 

I 

ORACLE Version 2.3.2 Results 

I 

A PMS-like data base w i th  5,000 PMS headers was used as a base po in t  
t o  conduct the test .  The HEAOFR tab le  used had the fo l lowing nakeup: 

HEADER Table 

* Indexed F ie ld  

The 5,000 row tab le  was increased by 720 rows dur ing each of s i x  

tests.  

cont ro l  run. I n  the other f i v e  tests,  a job  was submitted from one t o  f i v e  
times, respect ively,  which made 250 queries o f  the fo l lowing nature: 

I n  the f i r s t  t es t ,  only the load was present, which serves as the  

SELECT FROM HEADER WHERE KEY = 

The KEY value iised was d i f f e r e n t  f o r  each o f  the 250 queries but the same 

250 values were used f o r  each job submitted. 
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I h e  t a b l e  below shows some o f  the r e s u l t s  obtained from t h e w  tests.  
These r e s u l t s  were obtained frm the VAX accounting f i l e .  
noted t h a t  a s ing le  query job without contention from a load job used about 

78 seconds o f  connect t ime and 50 seconds o f  CPU time. 

It shou:d be 

Number of 
Query Jobs 

Present 

0 

1 

2 

l 3  
4 

5 

ORACLE QUERY AND LOAD CONTENTION RESULTS 

Load Tine f o r  Average Query Time 
720 Headers Per Query Job 

Connect Time CPU Time Connect Time CPU Time 
( Sec 1 ( Sec 1 (Sec) (Set) I 
233 .O 127.66 - - 
273.0 130.06 160.0 51 -41 

321 .O 130.74 206.5 50.63 

381 .O 132.90 259 . 7 49 . 92 

438.0 132.52 312.2 49.5; 

519.0 136.50 385.2 51 -57 

These resu l ts  demonstrate a degradation i n  load performance t h a t  i s  
proport ional  t o  the number 0, query jobs present. I n  the control  ruv, a 

load r a t e  average o f  3.09 headers per second i s  obtained. With a s ing le  

query job present the ra te  drops t o  2.64 and w i t h  f i v e  query jobs present 

the ra te  f a l l s  t o  1.39. 

3.2 DBWS System and Computer System Qptions 
The purpose o f  the t e s t s  defined under t h r s  sect ion i s  t o  determine 

tne impact o f  parameters t h a t  can be speci f ied t o  constrain o r  en:.ance DBMS 

performance. The section i s  div ided i n t o  two areas - one f o r  parameters 

s t r i c t l y  se lect ive under DBMS control ,  and the second which i s  re la ted t o  
parameters se lect ive through the computer operating system under which the 

DBMS i s  t o  operate. 

3- 30 



3.2.1 OBHS System Parameters 

Thz f l e x i b i l i t y  o f fe red  by d i f f e r e n t  OBHSs f o r  the se lec t ion  o r  def in-  

i t i o n  o f  parameters t h a t  impact performance vary g rea t l y  f ran  system t o  

system. Sone o f f e r  l i t t l e  i f  any 'tuning' whi le others o f fe r  a wide v a r i -  
ety o f  se lect ive options such as var ia t ions  i n  1/0 buffering o f  i n f o n a -  

t ion, temporary or i n te rna l  work area sizes, the number o f  concurrently 

act ivp data bases, the s i r e  3 f  caches t o  reduce I /O,  the use o f  backup/ 

recovery optians, and the number o f  simultaneous usixs. Beczrise these 
types o f  parameters are DBMS dependent, a d i r e c t  comparison o f  the r e s u l t s  

of one ?WS t o  the resu l t s  of another i s  meaningless and each section 

should he studied and assessed independently. 

3.2.1.1 ORACLE O B 6  System Parameters 

I n  ORACLE Version 2.3.2, the f l e x i b i i t y  offered the data base user f o r  

varying D8HS parameters was l imi ted.  The revised Version 3.0 promised t o  
depart s i g n i f i c a n t l y  fran t h a t  i n  Version 2. For these reasons, formal 

t es t i ng  o f  DBMS system parameters under Version 2.3.2 was not performed. 

However, under Version 3.0, several of the options ava i lab le  t o  the 
user were tested ard the resu l t s  o f  t ha t  t es t i ng  w i l l  be presented here. 

Those options t h a t  were tested were 1) varying the number o f  cache buffers, 
2) a l t e r i n g  the space d e f i n i t i o n ,  3) c lus te r ing  data according t o  the value 

i n  a column or colurnfl3 o f  a data base table, and 4) loading al ternat ives.  

3.2.1. 1.1 Buf fe r ing  

w 
r'uaber o f  concurrent ORACLE users. i j n i i e  most o f  tne 

appeared 
d be v i r  
i n te rna l  

A defaul t  system parameter f i l e  i s  included w i t P  the ORACLE 3.0 pack- 

age. The f i l e  conta'ns varicus parameters, such as maximun number o f  

tables which may be defined, defaul t  data base f i l e  name, and the maximum 

aetaul t V a l  ues 

t h a t  perhaps one 
ed t o  determine i t s  
buf fer  area used. by 

supplied were s u f f i c i e n t  for our test ing,  it 

parameter, the number of cache buffers,  shou 

impact on performance- A cache buf fer  i s  an 
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the data base management system t h a t  increases the l i k e l i h o o d  t h a t  o f ten  

used d isk pages are ava i lab le  i n  main memory, e l im ina t i ng  the  need t o  
perform a d isk  1/0 operation. 

PRIMARY - KEY* 

The de fau l t  suppl ied w i th  the  ORACLE package i s  50 buf fers .  I n  the 

tes t ing ,  t h i s  value was increased t o  100 and 200 buf fers .  A data base was 
f i r s t  loaded wi th 5,000 PMS-like headers. The t a b l e  s t ruc tu re  employed i n  

the t e s t i n g  was: 

MID - SID* TIME* UIC SDF MESSAGE HEADER 

HEADER Table 

No . o f  Buf fers  ' Average 
Inse r t i on  Rate 

(Hdr s/Sec ) 

X Improvement 
i n  Average 

Inse r t i on  Rate 

* Indexed F i e l d  

6.72 100 
200 7.27 

After  each data base was loaded, two f u r t h e r  t e s t s  were performed. I n  

the  f i r s t ,  5%, or 250 records i n  the data base were accessed by i ssu ing  the 

f o l  1 owing SQL command; 

+ 26.1 
t 36.4 

SELECT * FROM HEADER WHERE PRIMARY - KEY = 

I n  the second tes t ,  the same query was performed, but there were 5 users 

querying the data base simultaneously instead o f  a s ing le  user. 

A l l  r esu l t s  appezr i n  the tab les below, w i t h  a b r i e f  i n t e r p r e t a t i o n  o f  

resu l t s  fo l lowing the f i n a l  table.  

ORACLE LOAD RESULTS 

1 I I I 
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ORACLE LOAD RESULTS 

. 
No. o f  Total CPU Time Total Di rect  iota1 Page Fbul ts 
Buffers (Set ) I/O'S 

627.81 10,536 17,943 
590 (. 36 4,148 11,112 100 

209 588.07 2,426 26,968 

I 5G 

- . 

ORACLE QUEPY RESULTS-SINGLE USER 

. 
No. of Total X P  Improvement Total Total 
Buffers Connect Time i n  Total CPU Time D i rec t  I/O's 

(Set ) Connect Time ( S e c )  

50 24.22 --- 15-38 536 1 100 23.62 + 2.5 16.05 475 
200 22.25 + 8.1 I 16.31 399 

! 

Total 
Page Faul ts 

2,668 
3,599 
3,860 

ORACLE QUERY RESULTS-5 USERS 

No. o f  
Buffers 

50 
100 
200 

Mean Total % Improvenent hean Total Mean Total Mean Total 
Connect Time i n  b a n  T d t a l  CPU Time D i rec t  I/O's Page Faul ts 

(W 
1 

(Set 1 Connect Time 

87.54 --- 14.54 372 2,840 
89.55 - 2.3 14.68 31 5 3,303 
84.37 + 3.6 I 14.32 173 3,924 

I * 
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The va r ia t i on  i n  the number o f  bu f fe rs  had a s i g n i f i c a n t  impact on the 

load performance. One hundred appeared t o  be a good choice for the optimal 

value i n  t h i s  appl icat ion.  Whereas the resu l t s  o f  the 200 bu f fe r  run were 

be t te r  than e i t h e r  the 50 o r  100 bu f fe r  resul ts ,  the improvement was not as 
great going from 100 t o  200 bu f fe rs  as going from 50 t o  100 buffers.  This 

can be seen eas i l y  i n  the second table. The improvement i n  CPU Time was 

o ~ l y  nominally b e t t e r  when 200 buf fe rs  were employed as opposed t o  100 

buffers.  While the t o t a l  number o f  d i rec t  I /O's continued t o  drop as the  

number o f  cache bu f fe rs  increased, the nunber o f  page f a u l t s  ac tua l l y  

s ta r ted  t o  increase w i th  200 buffers.  For t h i s  reason, and a lso because 
200 bu f fe rs  may be an unreasonable number t o  request i n  a non-standalone 

environment, i t  seemed more appropriate t o  request fewer. The resu l t s  of 

querying, both f o r  a s ing le  user and 5 users, showed tha t  no s i g n i f i c a n t  

va r ia t i on  appeared as a resu l t  o f  a l t e r i n g  the number o f  cache buffers 
avai lable.  

3.2.1.1.2 Space D e f i n i t i o n  

perfomance. 
o f  the defau 

was based on 
PRIMARY - KEY, 

bel ow . 

A t  t a b l e  creat ion time, an ORACLF user may choose t o  accept the 

de fau l t  space a l l oca t i on  o r  may choose t o  a l t e r  the space d e f i n i t i o n  t o  

s u i t  the p a r t i c u l a r  table. 

table, such as an approximation o f  the number o f  rows t o  be inser ted i n t o  

the table, then the user may be t te r  determine the space required f o r  the 

table. An a p r i o r i  knowledge of the f i e l d s  t o  be indexed can also provide 
much assistance i n  determining useful space a l locat ions.  While the de fau l t  

spec i f i ca t ion  may be acceptable f o r  most appl icat ions,  a t e s t  was conducted 
1 oad 

a t i on  
ch 

I f  a p r i o r i  informat ion i s  known about the 

t o  determfne what impact tuning o f  the space d e f i n i t i o n  might have on 

A PMS-like data base was loaded twice, once using a v a r  
t space de f i n i t i on ,  and once using a space d e f i n i t i o n  wh 

5,000 PMS headers being loaded, w i th  indices on the 
M I D  - SID,  and TIME f i e lds .  The two space d e f i n i t i o n s  are given 
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I n i t i a l  space de f i n i t i on :  I n i t i a l  A l loca t ion  - 25 pages 
Increment - 25 pages Data 
Max. No. o f  Increments - 10,000 Pages 
X Free on Each Page - 10 
I n i t i a l  A l loca t ion  - 25 pages 
Increment - 25 pages Index 
Max. No. o f  Increments - 10,000 Pages 

Space 
D e f i n i t i o n  

I n i t i a l  

Redefined 

Redefined space d e f i n i t i o n :  I n i t i a l  A l loca t ion  - 1,600 pages 
Increment - 300 pages D a t a  
Max. No. o f  Increments - 6 Patjes 
X Free on Each Page - 10 
I n i t i a l  A l loca t ion  - 600 pages 
Increment - 100 pages Index 
Max. No. o f  Increments - 6 Pages 

Aver age X Improvement Total 
Inser t ion  Rate i n  Average Connect Time 

( Hd r s / Sec ) Inser t ion  Rate (W 
5.0s --- 983. 

5.33 + 4.7 938. 

A sumnary o f  the resu l t s  o f  loading the data base using each o f  the 
space d e f i n i t i o n s  defined above appears i n  the fol lowing tables. 

ORACLE LOAD RESULTS 

Total I Totai CPU 
D e f i n i t i o n  Time [h.) Direc t  I /O's I Space I I Total 

Page Faul ts 

ORACLE LOAD RESULTS 

L I 

I n i t i a l  667.40 10,898 26,596 

627.81 I 10,536 
! 

Redef i ned 17,943 

A 4.7% improvement i n  average inse: - - rzn lube was real ized by al,er,ng 

the space d e f i n i t i o n  t o  the pa r t i cu la r  tab; 

not dramatic, i t  serves t o  demonstrate tha t  improvemetl. nay be observed by 

redef in ing and r e f i n i n g  the space d e f i n i t i o n .  

dh i le  t h i s  improvement i s  
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3.2.1.1.3 C1 u s t e r i n g  

One o f  the more important d i f ferences between ORACLE 3.0 and 2.3 was 

the add i t i on  o f  c l u s t e r i n g  i n  Version 3.0. C lus ter ing  can serve two 

purposes. Whe~t performed on more than one table,  i t  can place records from 

the various tab les phys i ca l l y  c lose t o  one another according t o  the  value 

i n  the "c lus te r  key" f i e l d  or f i e l d s .  

t h a t  key f i e l d ,  the  data t o  be jo ined i s  t h e o r e t i c a l l y  on the same block, 

thus serving t o  hasten the j o i n  process. 

When t a b l e  j o i n s  are performed un 

When performed on one tab le,  as i n  t h i s  tes t ing ,  c l u s t e r i n g  can place 

I f  a query i s  performed on t h a t  f i e l d ,  a l l  rows may be r e t r i e v e d  
records w i th  the  same value o f  the  "c lus te r  key" phys ica l l y  c lose t o  one 

another. 

more quickly.  

Clustered data e x h i b i t  c e r t a i n  cha rac te r i s t i cs  - 1) each new value of  

the  "c lus te r  key" i s  placed on a new ORACLE d isk  block, 2) an index i s  

created w i th  each value o f  the "c lus te r  key" stored once and w i th  the index 

po in t i ng  t o  the f i r s t  occurrence o f  the value o f  the "c lus te r  key" and, 3) 
the  c lustered f i e l d  (or f i e l d s )  i s  stored once f o r  the e n t i r e  group o f  

records w i th  an; one value. 

Various t e s t s  were conducted t o  determine the af fects  o f  c l u s t e r i n g  

and t o  compare c lus te r ing  w i th  indexing. 

appl i c a t i o n  w i th  5,000 header records. 

Each t e s t  employed the PMS 

I n  f i r s t  set  o f  tests ,  a PMS-like data base was loaded four  

times. I n  the f i r s t ,  there were no ind ices and no c lusters .  I n  the  
second, there were no c lus te rs  but there was an index on MID-SID. 
t h i r d ,  there was a c l u s t e r  on M I D  - SI0 but no indices,  and i n  the l a s t ,  

there was an index on M I D  SI0 and a c lus te r  on M I D  SID. 

I n  the  

- - 

A f t e r  each data base was loaded, the fo l l ow lng  query was performed 

25 times (except f o r  case 1 where no query was performed): 
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SELECT * FROM HEADER WHERE M I D  - SI0 = 

6 Degradation 
i n  Average 

[nsert ion Rate 

Because there were 10 unique M I D  values and 3 unique SI0 values, o r  30 
unique combinations o f  M I D  and S I D  i n  the data base, each select  s o l i c i t e d  
approximately 167 responses. The resu l t s  o f  loading and querying are given 

i n  the summary tables below. 

Total 
Connect 

Time 
(Sed  

ORACLE LOAD RESULTS 

+ 37.9 

+ 83.3 

Data Base 

433. 

1,615. 

No Cluster, 
No Indices 

No Cluster, 
Index MID SI0 

C1 uster M I G  SID, 
No Indices 

Cluster M I D  SID,  
Index MID-SI0 - 

- 

- 
Total Total 

Time I/O's 
CPU D i rec t  

(Set 1 

104. 3,960 

201. 571 

Data Base I 9escr i  p t  i on 
! 

Total 
Page 
Faul ts 

7,535 

7,403 

No Cluster, 
Index M I D  S I D  

C1 uster M I D  S ID ,  
No IndiceS 

C1 uster M I D  SID,  
Index MID-SID - 

- 

Average 
Response 

Time 
(Set) 

Average 
[nse r t i  on 

Rate 
[ Hd rs/Sec ) 

% Degradation Total 

Response Time Time 
i n  Average Connect 

( s e d  

18.59 

11.55 

3.10 

3.04 

6.8 

9.3 

--- 170. 

+ 36.7 232 . 

ORACLE QUERY RESULTS 

233 . 
360 . 
759. 

767. 
- 

Total 
D i rec t  
I / O ' S  

19 

459 

54 , 639 

54 , 605 

Total 

Faults 

3,956 1 
7 , 336 

38,303 

38,174 

The addi t ion o f  a c lus te r  seemed t o  have a severe impact on perform- 
ance, both i n  loading and querying. 

c lus te r ing  lended some ins igh t  l n t o  t h i s  phenomenon. 

A close look a t  how ORACLE pe r foms  
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By issu ing a query on one o f  the ORACLE system tables, i t  was deter- 
mined tha t  each ORACLE block (1 ORACLE block = 2 disk blocks) held 7 header 

records. There were anly 30 unique values f o r  M I D  - SID, so approximately 24 
ORACLE blocks were needed t o  hold the records associated w i th  each unique 

"c lus te r  key" value. Because the input  data records t o  be loaded were 

ordered randomly according t o  the "c lus te r  key" MID - SID, ORACLE necessar i ly  

performed an excessive number o f  block chains l i n k i n g  a l l  o f  the blocks 

asssciated w i th  any p a r t i c u l a r  value o f  MID - SID. Each t ime a new record 

was added, the chain was traversed from the beginning t o  locate the f i r s t  

ava i lab le space t o  add the record. This i s  evidenced by the dramatic 

increase i n  the number of d i r e c t  I/O operations i n  the c lus te r  loads. 

The same type o f  behavior was exhib i ted i n  the query s t a t i s t i c s .  

Because one o f  the basic tenets behind c lus te r ing  i s  speedy re t r i eva l ,  the  

resu l t s  were p a r t i c u l a r l y  discouraging. However, t h i s  a lso can be 

explained for t h i s  case. 

records with the selected value o f  MID - SID. 
approximately 167 rows were re t r ieved I n  each select .  Through discussions 

w i th  ORACLE Corporation (ORACLE vendor), i t  wa3 determined tha t  trie method 

cur ren t ly  being used i n  ORACLE re t r ieves  the f i r s t  row and notes tha t  the  
f i r s t  row was the l a s t  one retr ieved. When ORACLE proceeds t o  se lect  the 

next row, it checks t o  see which was the l a s t  one selected and knows t o  

r e t r i e v e  the next row. However, the e n t i r e  chain from the beginning t o  the 

selected row must be traversed each t ime a new row i s  retr ieved. I f  only a 

small number o f  rows are t o  be retr ieved, the prcblem i s  not a serious 

one. However, i n  t h i s  case, where approximately 167 rows were re t r i eved  

f o r  each o f  25 queries, the problem surfaced as a serious one. 

The query which was executed chose a l l  o f  the 

It must be remembered tha t  

Two possible so lut ions t o  the problem were suggested by ORACLE 

Corporation personnel. F i r s t ,  i t  seemed important t o  select  a ' 'c luster 

key" so tha t  the dup l ica t ion  fac to r  o f  t h a t  key was smaller than i n  the 

f i r s t  test .  It i s  important, though, not t o  choose a key w i th  too few 

dupl icat ions,  because each new key I s  placed I n  a new block and a small 
dup l i ca t ion  fac to r  would resu l t  i n  much wasted space. I n  t h i s  case, fcr 



example, i t  would seem tha t  since 7 headers can be placed i n  one bluck, a 
key which would cause f a r  fewer than 7 headers t a  be placed i n  a block 

might be a bad choice. 

I 

T o t a l  
Page 
Faul ts 

17,928 

3,509 

34,719 
3 

A second possible so lu t ion  suqgested was t o  determine whether ordering 

the input data according t o  the "c luster  key" M I D  - S I D  would have an impact 

on load performance. 

Cluster M I D  SID,  
S3F, No Ixdices 

No Cluster, indices 

The resu l t s  of t es ts  conducted using ORACLE Corporation's suggestions 

I n  the f i r s t ,  a c lus te r  was created on the combindtion o f  tne MID - 
are shown below. 

shown. 

S I D  f i e l d  and the SDF f i e l d .  There were 30 unique values f o r  M I D  - S I D  and 

four unique values f o r  SDF, o r  120 unique values f o r  the combination. I n  

the second load, no c lus te r  was created, but the same f ie lds ,  MID - S I D  and 

SDF, were indexed. 

and i n  addi t ion,  indices were created fo r  the PRIMARY - KEY and TIME f i2 lds .  

I n  the f i r s t  table, the resu l t s  o f  three loads are 

I n  tb-? t h i r d  run, the same tw f i e l d s  were c lustered 

ORACLE LOAD RESULTS 

J a t a  Base 
Descr ipt ion 

Aver age 
Inser t ion 

R i te  
[ Hd rs/Sec ) 

6.28 

8.56 

3.17 

-- 
I Degradation 
i n  fiverage 

Inser t ion  
Rate 

--- 

- 36.3 

+ 49.5 

Total 
Connect 

T i  me 
(set) 

796 . 
584. 

1,578. 

- 
rota1 
CPU 

T i  me 
:set) 

436. 

- 

$85 . 

813. - 

l o t a l  
Di rect  
I/O'S 

-_ 
15,739 

1,013 

33,407 - 

I n  the f i r s t  run, there were approximately 42 rows fo r  each unique combina- 

t i o n  o f  the "c luster  key" M I D  I S I D  and SDF. With 7 records per block, 

approximately 6 blocks were needed t o  hold each "c lus te r  key" combination. 
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The number o f  d i r e c t  I/O's dropped s i g n i f i c a n t l y  from 54,600 i n  the prev i -  

ous t e s t  t o  15,700 i n  t h i s  test .  

i c a l l y .  The loading vas s t i l l  slower than loading w i th  the indices created 

f o r  the t w o  f i e lds ,  however. This should be expected though, because 

ORACLE must b u i l d  at? index f o r  the "c lus te r  key" i n  addi t ion t o  c l u s t e r i i n g  

the data. The t h i r d  t e s t  was run t o  determine the k ind o f  resu l t s  which 

could be exy.cted i n  a more r e a l i s t i c  s i t u a t i o n  where other indices, such 

as one on the PRIMARY - KEY, were necessary. 

l ikewise, the CPL' t ime dropped dramat- 

I Average 
'Response 

Time 
(Set 1 

1.4 No Ind ices  

l he  query which was performed on the three data bases was: 

X Degradation 
i n  Average 

Response T ime 

--- 

SELECT * FROM HEADER WHERE M I D  - S I D  = 

AND SDF = 

Total 
Connect 
Time 
(sec) 

35. 

88. 

The query was performed 25 times on each data base, and the resu l t s  

are given here. 

Total 
CPti 

Time 
(See) 

30. 

53. 

ORACLE QUERY RESULTS 

No C1 *Aster, Indices 
on M I D  -- SID, SDF 

Cluster MI;) SID,  
SGF, Indices on 
PRIMARY KEY, TIME - - 

Data Base 
Descr ipt ion 

+ 159.0 I 3.5 

1.4 --- 35. 30. I 
When the c lus te r  key was chosen as being con!prised o f  ern f i e l d s  

instead o f  one, as before, the average response time was much fas te r  than 
by indexing, 

be compared d i r e c t l y  t o  the r e s u l t  o f  the previous query tab?e. I n  that 
table, approximately 167 rows were re t r ieved i n  the average response t ime 

given. I n  t h i s  table,  approximate y 42 rows were re t r ieved i n  the average 

It should be noted tha t  the resu l t s  o f  t h i s  tab le  should not 
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response time given. 

comparison. The important po int  t o  he made i s  tha t  c lus te r ing  can out- 

perform indexing under proper conditions, but can be a hindrance otherwise. 

The proper adjustments wust be made f o r  d i r e c t  

t 

Input Ordering 

i R-ndm 

The purpose o f  the next t e s t  was t o  determine whether c lus te r  load 
performance could be improved by ordering the input  according t o  the value 

o f  the "c luster  key." 
the data was input  randomly according t o  the "c lus te r  key" MID - SID, and 

where the data was presortecj by M I D  - SI0 i n  axending order. 

The tab le  below shows the resu l t s  of a load whrre 

Average 16 Improvement Total Total Total Total 
Inser t ion  i n  Average Connect CPU D i rec t  Page 

Rate Inser t ion  Time Time I/O's Faul ts  
(Hdrs/Sec 1 Fate (Sec) (Sec) 

3.10 ..-- I 1,615. 759. 54,639. 38,303. 

ORACLE LOAD RESULTS 

Arcending by 
M I D  S I D  11 -31 + 264.8 442. 390. 24. 5,656. 

It can read i l y  be seen tha t  preordering o f  input  data can have a 

s ign j f i can t  af . 'et t  on load rates. 
opticn, the p o s s i b i l i t y  o f  preordering should be considered. 

While t h i s  may not always be a v iab le  

It was o f  in te res t  t o  deterr ne the a f fec t ,  i f  any, o f  c lus te r i ng  on 

the re t r i eva l  o f  records according t o  the value i n  the PRIMARY - KEY f i e l d .  

The query which was performed was: 

SELECT * FROM HEADER WHERE PRIMARY - KEY = 

The query was per;onned on 5%, o r  250 records i n  the data base. 
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Three scenarios were tested using t h i s  query. 

no c luster ing,  only an index on the PRIMARY - KEY f i e ld .  
there was a c lus te r  on M I D  S I D  and an index on the PRIMARY KEY f i e ld .  I n  

the f i n a l  run, there was a c lus te r  on M I D  S I D  and SDF as well as an index 

on the PRIMARY - KEY. The resu l t s  are shown here. 

I n  the f i r s t ,  there was 

I n  the second run, 

- - 
- 

Average 
Response 

Time 
(Set) 

ORACLE QUERY RESULTS 

X Degradation 
i n  Average 

Response Time 
Data Base 

Descr ip t ion 

25. 

88. 

16. 526. 3,212. 

40. 3,219.14,788. 

I 
I 

No Cluster, Index on 
PRIMARY KEY 

C1 uster  MID SID, 
Index on ? % M A R Y  - KEY 

Cluster MID SID, SDF, 
Index on PRIMARY - KEY 

- .10 

035 

. 16 

--- 

- 250.0 

+ 60.0 

As can be seen here, c lus te r ing  can have a s i g n i f i c a n t  impact on query 

perfomance when the query i s  on a f i e l d  other than the one defined i n  the 
c luster ,  even i f  the f i e l d  being qlieried on i s  indexed. Thru discussions 

w i th  an ORACLE Corporation representative, i t  was determined tha t  an index 

:mated 3n a f i e l d  cannot be as e f f i c i e n t  when the tab le  tha t  f i e l d  resides 

i n  i s  clustered, even i f  the c lus te r  i s  on another f i e l d ,  as when no 

c lus te r  ex is ts .  While the index was s t i l l  ustd i n  the above query t o  

locate the proper rows, the !ndex pointed t o  the f i r s t  row i n  the c lus te r  
o f  rows where the desired row was located. The chain was then traversed 

u n t i l  the proper row was located. The reasor; f o r  t h i s  i s  t ha t  the 

c lustered f i e l d  (or f i e l d s )  i s  stored only once (a t  the beginnlng o f  the 

c lus te r )  f o r  each unique value o f  t h a t  f i e l d  (o r  f i e l d s ) .  When a row i s  
re t r ieved,  t ha t  f i e l d  (or f i e l d s )  must be re t r ieved i n  addi t ion t o  the 

remainder o f  the row. This i s  evident i n  the above table. The t o t a l  

nunbw o f  d i r e c t  I/@ operations as wel l  as the t o t a l  CPU time i n  each run 

r e f l e c t s  the amount o f  chaining ex is tent  i n  the data base. 
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It i s  evident from the tes t i ng  presented i n  1s sect ion tha t  c lus te r -  
i ng  can s i g n i f i c a n t l y  impact data base performance. 

tha t  caut ion must be used i n  def in ing a c lus te r  so as t o  insure tha t  the 
impact i s  not such as t o  create a degradation instead o f  improvement i n  

performance, 

It i s  evident a lso 

3,2,1.1.4 Loading Al ternat ives (ODL) 

ORACLE provides the user w i th  a number o f  ways t o  load a data base. 
One method i s  by the execution o f  the ORACLE "INSERT" c m a n d  embedded i n  a 

Host Language In ter face (HLI) program, 

processes one record a t  a time. A second method o f  loading i s  the ORACLE 

Oata Loader, o r  ODL f o r  short. I n  order t o  use the data loader, the input 

data f i l e  must be i n  r a w  data (binary) form. 

The FORTRAN program reads and 

This tes t i ng  focused on the PCDB app l ica t ion  which i s  described i n  
Appendix 11. B r ie f l y ,  there were 5 tab les - the TAPE table, FLE tab le  [ the  
term FLE was used because FILE i s  an ORACLE reserved word), ITEM table, CAT 

table,  and ITEM - DESCR table. 

data base was loaded two times. 

There were 13,631 input  data records, The 

I n  the f i r s t  load, data was inser ted t o  the data base by use o f  t he  

HLI "INSERT" cmand ,  I n  the second load, the  ODL was used. The ODL 
program reads the user's input data, performs the mapping from raw data t o  

a data base tzble,  and then loads the data records i n t o  the data base 
table. 

f o n  . 
I n  t h i s  test ing,  the data was preprxessed t o  get i t  i n t o  raw data 

A summary o f  the resu l t s  o f  the two methods of loading i s  given in the 

fo l lowing table,  as reported i n  t h p  VAX accounting log. 
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Load Descr ipt ion Aver age 
inse r t i on  

Rate 
(Hdrs/Sec) 

4.68 

4.46 

Use of " Inser t "  

ODL 

Total Total Total 
Connect CPU Direc t  

T i  me T i  me I/O'S 
(Sec) (Set) 

2,914. 2,442. 12,225. 

3,059. 2,443. 19,421. 

Total 

Fau: t s  

66,499 . 
- 

There was very 1 i ; t l e  d i f ference i n  our t e s t  between the load resu l t s  

o f  the two methods. I f  the input  data i s  already i n  raw data form, the ODL 

load i s  probably an easier, fas te r  method t o  use because no FORTRAN i n t e r -  
face need be wr i t ten.  However, i f  the input  data must be preprocessed i n  

order t o  use the ODL loader, then perhaps the f i r s t  method would be 
simpler. h o t h e r  dranbdck t o  using the ODL loader i s  t ha t  the input  data 

must be able t o  map d i r e c t l y  i n t o  a column o f  a table.  

ODL could not be used i s  i n  the PMS appl icat icn.  

concatenation of the input  data f i e l d s  M I D  and SID .  

An exampie o f  where 

The f i e l d  M I D  - SID i s  a 

While the CPl1 times o f  the two runs were almost iden t ica l ,  the l a rge r  
number o f  d i r e c t  I /O's and page f a u l t s  contr ibuted t o  the greater t o t a l  

connect time i n  the ODL load. The t o t a l  t ime di f ference o f  2.5 minutes out 

o f  50 t o t a l  minutes i s  s t i l l  not very s ign i f i can t .  Under d i f f e ren t  

circumstances (more canplex data base design or more records, f o r  example), 
one method could prove t o  be mwe superior t o  the other i n  load rates. 

3.2.1.2 SEED DBMS Svstem Parameters 

Tests were made on a SEED data base t o  determine the f f f e c t  o f  three 

separate user cont ro l led  DBMS parameters on performance - journal ing,  an 
a l te rna te  hashing technique, and buffer ing.  I n  a l l  tes+.s, the data base 

s t ructure was the same as tha t  described i n  previous sections and shown 
below. The tes ts  were performed using SEED Version 8.11.9. 
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SEED Schema 

3.2,1.2.1 Journal in2 

Because i n  most re31 aoplications, some form of journa l ing  i s  neces- 

sary, the f i r s t  group o f  tes ts  were made t o  determine the impact o f  

journal ing on SEED DBMS loading peformance. 10 a l l  tests ,  5,000 PMS-like 
header records were loade.1. 

Various types o f  journa l ing  are avai lab le t c  SEED users. The f i r s t ,  
THNSCT, allows d e f i n i t i o n  o f  a t ransact ion containing one o r  more data base 

operations, which throligh use o f  t h i s  c m a n d ,  can be made permanent o r  

n u l l i f i e d .  The command takes the form o f  a FORTRAN subroutine c a l l .  Other 

journal  modes which are avai lab le are: i n t e g r i t y  (recovery but no r o l l  
forward or  r o l l  backward), r o l l  forward, and r o l l  backward. I n  i n t e g r i t y  

mode, a s ing le data base update which d i d  not terminate norinally clay be 
recovered. ?n r o l l  forward, "after-images" are w r i t t e n  t o  a f i l e  as 

updates are being performed, so t ha t  i n  the case o f  a system fa i lu re ,  the  

user may take a backup version o f  the data base and r o l l  forward t o  a po in t  

p r i o r  t o  the crac,h which destroyed the data base. I n  r o l l  hacicward mode, 
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whi le  the  user may s t i l l  r o l l  the  data base forward as described above, 

"before images" are w r i t t e n  t o  a f i l e ,  so t h a t  the  data base may a l so  be 

r o l l e d  back t o  a previous state. This i s  p a r t i c u l a r l y  useful  t o  co r rec t  

user e r r o r s  i n  the  data base. 

Aver age 
I n s e r t i o n  Rate 

(Hdrs/Sec) 

6.2 

6.1 

6.2  

2.5 

To get a sampliny o f  the  e f f e c t  o f  various modes o f  j ou rna l i ng  on l oad  

rates, t e s t s  were made comparing the  r e s u l t s  o f  no journal ing,  TRNSCT, and 

r o l l  backward. 

j ou rna l i ng  capab i l i t y ,  a simple type o f  journa l ing ,  and the  most complex 

fom o f  j ou rna l i ng  which SEED provides. 

below, 

These th ree  modes were chosen because they represent no 

The r e s u l t s  are shorn i n  the  t a b l e  

X Degradation 
i n  Average 

Inser t io r i  Rate 

--- 

+ 1.6 

_-- 
c 59, i  

SEED LOAD RESULTS 

Journal Mode I 
None 

TRNSCT a f t e r  
every record 

TRNSCT a f t e r  
every burs t  

Ro l l  Backward 

Mhereas the  use o f  TRNSCT does not seem t o  have much a f f e c t  00 load 

rates, the use o f  journa l  mode r o l l  backward severely impacts performance. 

3.2.1.2.2 A l te rna te  Hashing Technique 

ment o f  records i n  the data base according t o  the  value o f  a ''key'' v a r i -  

able. 

the op t ion  o f  supply ixg up t o  7 other algorithms. 

a lgor i thm (DBHSHO) should optimize placement o f  " integer" type key v a r i -  

ables (or any va r iab le  - < 4 bytes long), whj le the  second a lgor i thm (DBHSH2) 

should ootimize placement o f  "character" type key var iab les  longer than 4 

The user has a choice o f  hashing algori thms t o  use t o  optimize place- 

The SEED DBMS supplies two such algori t f tms and a lso  gives the user 

The f i r s t  SEED supplied 
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bytes. 

character s t r ing .  

times, once using DBIiSHO 3nd once using DRHSHE. 

that ,  f o r  t h i s  appl icat icn,  there d i d  not seem t o  be a s i g n i f i c a n t  
d i f fe rence between DBHSHO and DBHSH2 i n  the placement o f  data w i t h i n  the  

data base. 

I n  the  PMS appl icat ion,  the  key var iab le  ? K E Y ,  i s  a 10 byte 

I n  t h i s  group o f  tests ,  a data base was loaded two 

The graph below shows 

mlI-?T7 

A1 ternate Hashing Algorithms 

'-i . I -  
.' : -!--. 

n 

3.2.1.2.3 B u f f e r i n g  

user t o  manipulate b u f f e r i n g  a t  run t i m e .  

t e s t s  i n  t h i s  sect ion was t o  evaluate load performance under three d i f f e r -  

ent bu f fe r ing  s t ra teg ies.  l n  the f i r s t  strategy, 50 bu f fe rs  were r e q w s t -  
ed. All 50 bu f fe rs  were t o  be l e f t  ur iwr i t ten ( t h i s  gains e f f i c i e n c y  but 

One o f  the features t h a t  thta SEED DRMS employs i s  the a b i l i t y  o f  t h e  

The purpose o f  the  group o f  
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exposes the program t o  system crashes). 

recent ly  used" mode as opposed t o  "adaptive" mode. 

used) buf fer ing,  the page tha t  was leas t  recent ly  accessed i s  replaced by 

the new page i n  core. I n  ad jp t i ve  bufter ing,  a count i s  kept o f  the number 

of times a page has been accessed, and the page w i th  the leas t  number of 

accesses i s rep1 aced . 

A l l  bu f fe rs  operated i n  " least  

I n  LRU ( leas t  recent ly  

Average 
Inser t ion  Rate 

(Hdr s/Sec ) 

I n  the second buffer ing strategy, 100 bu f fe rs  were requested, a l l  t o  

be l e f t  unwritten, and a l l  t o  act  i n  LRU mode. 

I X Degradation 
i n  Average 

Inse r t i on  I 

I n  the f i n a l  bu f fe r ing  strategy, 50 bu f fe rs  were requested, a l l  t o  be 

l e f t  unwritten, but 39 t o  act i n  LRU mode and 11 t o  act  i n  adaptive mode. 

This hybr id  loosely resu l t s  i n  the l eas t  accessed adaptive bu f fe rs  being 

used t o  hold the leas t  recent ly  used LRU buf fer  i n t o  which the new page 

w i l l  be read. 

8.3 
4.9 

A comparison o f  the resu l t s  o f  the three bu f fe r i ng  s t ra teg ies i s  shown 

bel ow. 

- 33.9 
+ 21.0 

SEED LOAD RESULTS 

Buf fer  Strategy 
(number o f  buf fers,  
number t o  be l e f t  
unwritten, number 
i n  LRU mode) 

(50,50,50) 
( 100,100 3 100) 
(50,50,39) 

1 
1 1 

6.2 --- 

While the resu l t s  f o r  the second strategy (100,100,100) are f a r  be t te r  
than the others, i n  a r e a l i s t i c  atnosphere (i.e. non-standalone), i t  would 

probably be unreasonable t o  request such a la rge  number o f  buf fers .  

de fau l t  numher o f  buf fers  i s  4. A bu f fe r  i s  defined as the s ize o f  the 

largest  page i n  the data base. 

The 
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The primary conclusion t o  be drawn from t h i s  study i s  t ha t  buf fer  

manipulation can have a s i g n i f i c a n t  impact on performance and by a l t e r i n g  

the parameters, an optimal scenario can be reached for a p a r t i c u l a r  dpp l i -  

cation. 

3.2.1.3 INGRES DBMS System Parameters 

The tes ts  which were performed using the INGRES DBMS were desic.tviA t o  

measure the e f f e c t  o f  secondary indices, storage structure,  journal  ing. z;i; 
loading a l te rna t ives  on the performance o f  the DBMS. 

PCDB app l ica t ion  was used. This app l i ca t ion  i s  described i n  d e t a i l  i n  

Appendix 11. The various methods o f  s to r i ng  data are Jiscussed i n  Section 

3.2.1.3.2. 

In  a l l  test ing,  +,ne 

3.2.1 . 3.1 Secondary Indices 

The primary key i s  the col~tmn, o r  columns, ,f the tab le  which 

determine where the rows o f  the tab le  are stored. 

storage s t ruc tu re  o f  the tab le  i s  heap, there i s  no primary key. Each row 

i s  stored i n  the data base i n  the next avai lab le locat ion.  There i s  no 
ordering o f  rows. When the storage s t ruc tu re  i s  defined as hash, a primary 

key must be defined. It i s  the value i n  t h i s  column, o r  columns, which 

determines the storage locat ion.  
are ac tua l l y  stored i n  sorted order according t o  the values i n  the primary 
key column ( o r  columns) . 

For example, i f  the 

I n  an " ISAM" s t ructured table,  the rows 

Because queries are performed which cannot take advantage o f  the 
storage s t ruc tu re  o f  the tab le  (i.e. the where clause contains a f i e l d  not 

i n  the primary key), INGRES o f fe rs  another solut ion.  By crea t ing  secmdary 

indices on f i e ? d s  other than the primary key f i e lds ,  query opt imizat ion can 

be enqanced. 

The purpose o f  the tes ts  i n  t h i s  sect ion was t o  measure the impa t o f  

In each tes t ,  the query t h c t  was 

the presence o r  lack o f  secondary ind ices on query response time. These 
tes ts  were run under INSRES Version 1.3. 

executed was: 
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RANGE OF F I S  FILE, C I S  CAT 

RETR I EVE ( C .CAT, C . CATEGORY, C . FUNCTION, F . F I LENUM, F . FLSTART , 
F .FLSTOP, F .FLF IRSTORB, F .FLLASTORB, F .FLLEN) WHERE 

F.TAPEID=C.TAPEID AND 

(C.FILENUM=F.FILENUM OR C.FILENUM= 0) AND 
F.NUMITEMS=O AND 
C.CAT = 'OZONE' AND 
(F.FLSTART<=' 710401000000' AND F.FLSTOP>= '700801000000' ) AND 

F .TAPE ID= ' DPFL*' 

Each t ime the query was performed on the data base, 2,796 rows were 

re t r ieved out o f  a t o t a l  o f  13,651 records i n  the e n t i r e  data base. 

The tab le  structures were defined as fo l lows: 

Table TAPE was 'hash'cd on TAPEID 

Table FILE was 'ISAM'ed on TAPEID, FILENUM 
Table ITEM was 'hash'ed on TAPEID, FILENUM, ITEM 

Table CAT was 'hash'ed on TAPEID, FILENUM, ITEM, CAT 
Tabie I T E M  - DESCR was 'ha-h'ed on ITEM 

The tab le  below shows t9e resu l t s  o f  the tes ts  where various secondary 
For each run, the f i e l d ( s )  w i th  a secondary index i s  indices were created. 

shown, along w i th  the index type (hash or  ISAM) f o r  t ha t  f i e l d .  

s t a t i s t i c s  were obtained from the VAX account f i l e .  

The 
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INGRES QUERY RESULTS 

lob Secondary 
Inciex 
F i e l d  

1 

Totair  
CPU 

Time 
(Set) 

92.01 

91.79 
91.70 

92.56 

92.09 

92.35 

T o 6 1  
D i rec t  
I/O's 

2,189. 
2,197. 

2,195. 

2,195. 

2,199. 

2,199. 

FLSTART 

FLSTOP 

CAT, 
FLSTART 

CAT, 
FLSTOP 

FLSTART, 
FLSTOP 

CAT, FLSTART , 
FLSTOP 

1 
2 

~~ 

Index 
Structure 

None 

CAT 

--- 
Hash 

I SAM 

ISAM 

Hash, ISAM 

Hash, I S A M  

ISAM, ISAM 

Hash,ISAM, 
I SAM 

- 1.9 

- 1.9 

berage 
tesponse 
T i  me 
(set) 

150. 

150 . 

,053 
,055 
.054 

-054 

.053 

"054 

-054 

-054 

~~~ ~ -~ 

! Improvement 
i n  Average 

lesponse Time 

--- 
- 3.8 

- 1.9 

- 1.9 

~~ ~~ 

Total 
Connect 

Time 
( s e d  

148. 
153. 

151 . 
150. 

There i s  a 4% maximum d i f ference i n  average response time and less 

than 1% di f ference i n  t o t a l  CPU time. 

The qdery involved only the FILE and CAT tables. The FII-E tab le  

consisted o f  13,501 rows and the CAT tab le  consisted o f  55 rows. Two 
explanations may be given as t o  why the presence o f  secandary ind ices had 

l i t t l e  e f fect  on the  query rates. F i r s t ,  the query jo ined the CAT and FILE 

tab le  on TAPEID. Because the CAT t ab le  was small, and the value 'OZc7NE' 

was speci f ied i n  the where clause o f  the query, the INGRES DSMS could take 

advantage o f  the s ize o f  the tahlrt and quick ly  locate the rows i n  the CAT 

tab le  which s a t i s f i e d  the query. Because the FILE tab le was 'ISAM'ed on 

TAPEID and FILENUM, t!az f i l e s  f o r  any pa r t i cu la r  TAPEID were arranged i n  

ascending order by TAPEID and, therefwe,  only a small par t  o f  the F I L E  

tab le  was read f o r  each j o i n  w i th  a TAPE10 i n  the CAT table.  
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Second, a secondary index i s  genera l ly  more e f f i c i e n t  i f  the t o t a l  

number o f  rows re t r i eved  by the query i s  smaller than the number o f  pages 

i n  the primary tab le.  l h e  query performed i n  t l , i s  t e s t i n g  re t r i eved  2,796 
rows whi le  the FILE tab le  occupied only  1,126 pages, of which only  a small 

number were read (because o f  the ISAM s t ruc tu re  o f  the YILE tab le ) .  

While the v a r i a t i o n  i n  t o t a l  number o f  d i r e c t  1/0 operat ions i s  small, 

there were fewer f o r  the run where no secondary ind ices were present than 

for  the others , 

3.2.1.3.2 HEAP vs. HASH vs. I S A M  

The three basic modes o f  storage ava i l eb l z  t o  the INGRES user are 

I n  heap st ructure,  which i s  the defaul t  storage heap, hash, and ISAM. 

s t ructure,  there i s  no s t ruc tu re  t q  the data. New rows are placed a t  the 
end o f  the table,  so the  order i s  random. Any t ime a query I s  executed 

against h tab le ,  the  e n t i r e  t a b l e  .must be searched. Hash s t ruc tu re  stores 
each row a t  an address dcterminetl by the  value i n  a column, o r  columns, o f  

the row. When a new row i s  added t p  a tab le,  INGRES ca lcu la tes  i t s  address 

5ased on the value i n  t h i s  key column, or columns. Queries i nvo l v ing  exact 

matches cn the key f i e l d  are q rea t l y  ac,elerated using the hash s t ructure.  
ISAM (o r  Indexed Sequential -ess Method) arranges rows i n  ascending order 

o f  key value and then subdivides them i n t o  pages. 

value on each page i s  co l lected,  and these are sorted i n  a t r e e  s t ruc tu red  

index. k c e s s  t o  an I S A M  tab le  i s  achieved by searching the index f o r  the 

cor rec t  page and then accessing the page. Ret r ieva l  i nvo l v inq  a range o f  

values i s  p a r t i c u l a r l y  e f f i c i e n t  using the ISAM method, as are exact 

matches. 

Then the la rges t  key 

A t e s t  wds run t o  measure the e f f e c t  o f  a l t e r i n g  tab le  s t ruc tu re  on 

query response times. The runs i n  t h i s  t e s t  performed the cjame query t h a t  

M S  described i n  the previous sect ion and were run under INGRES Version 

1.3. There were no secondary ind ices  present i n  these runs, I n  the  f i r s t  
run, both the FILE t ab le  and CAT tab le  were 'heap' s t ructure,  t ha t  ? s ,  no 

s t ruc tu re  a t  a l l  . I n  the second run, hoth the FILE t a b l e  and CAT t a b l e  
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were 'hash' s t ruc tu re  - the F ILE  t a b l e  beina 'hash'ed on 'TAPEID and FILENUM 

and the C A T  t a b l e  being 'hash'ed on TAPEID, FILENUM, ITEM, an3 C A I .  I n  the  

t h i r d  run, both tab les  were ' I S A M '  s t ructure,  and i n  the  l a s t  run, the  FILE 

tab le  was ' I S A M '  s t r u c t v r e  and the CAT tab le  wds 'hach' structure.  

The r e s u l t s  o f  querying the data base f o r  t?ach o f  these s i t ua t i ons  f s  
shown below, as obtained from the VAX accomt ing  log. 

IYGRES QUERY RESULTS 

Table Structure Aver age 
Respc se 
Time 
(Sec) 

FILE*, CAT' - heap .064 

FILE*, CATt - hash .079 

FILE*, CATt - ISAM .053 

FILE" - I S A M  

CATt - hash .a53 

% Improvement Total Total 
i n  Average Connect CPU 
Response T i  me T i  me 

T i  me (Sec) (Sec) 

- 23.4 

+ 17.2 

+ 17.2 

178. 

221 . 
149. 

148. 

102.14 

111.78 

92.42 

92.01 

Total 
D i  rec t 
I / O ' S  

3,111. 

4,721. 

2,182. 

2,189. 

* FILE - primary key on concatenation o f  TAPEID and FILENUM 

t CAT - primary key on concatenation o f  TAPEID, FILENUM, ITEM and CAT 

Because th, CAT t a b l e  had only 55 records, the v a r i a t i o n  i n  s t ruc tu re  
o f  t h a t  t a b l e  d i d  rtot con t r ibu te  s i g n i f i c a n t l y  t o  the l a rge  v a r i a t i o n  i n  

t o t a l  connect t ime f o r  the 4 queries. The s t ruc tu re  of the FILE tab le ,  

kowever, was responsible f o r  tnese la rge  var ia t ions .  

was 'hash'ed, f o r  each o f  the 2,796 rows which were re t r ieved,  the  value o f  
the hash key was determined and the  row located. The t o t a l  number of 

d i r e c t  1/0 operations c f  4,721 r e f l e c t s  the f a c t  t h a t  the FILE rows for 

each TAPEID were spread throughout the data base. 

declared t o  be ' I S A M '  s t ructure,  the FILE rows f o r  each tape were located 
phys i ca l l y  c lose t o  one another i n  ascending order o f  FILENUM. 
TAPEID, far fewer d i r e c t  1;O operations were necessary t o  r e t r i e v e  the 

2,796 rows t h a t  s a t i s f i e d  the query. The fas te r  r e t r i e v a l  was due not on ly  

When the FILE t a b l e  

When the FILE tab le  was 

For each 
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BUSINESS AND T E C ~ L ~ I G A L  SYSTEMS, hc 

Description1 Average 
Inse r t i on  

Rate 
(Hdrs/Sec) 

No 
Journal i ng 31 . 9 

Journal i ng  26.4 

t o  the order ing of FILE rows, but also t o  the fact t ha t  the e n t i r e  tab le  
d i d  not have t o  be searched, but only a small por t ion.  The resu l t s  o f  the 
query where no s t ructure was placed on the FILE tab le  tha t  t h i s  was 

s t i l l  fas te r  than 'hash'ing. This was a t t r i b d t a b l e  t o  the CILE tab le  
occupying 1,126 pages and the query r e t r i e v i n g  2,796 rows. There wwe less 
d i r e c t  1/0 operations than when the FILE tab le  was 'hash'ed, showing 

were spread throughout the data base. 

ther  tha t  when the FILE tab le  was hashed, the records for  each TAPEID 

X Dearadaticd iota1 
i n  Average Connect 

Inser t  i on  Tirae 
Rate (Set 1 
- 

--- 427 

+ 17.2 517. 

Because o f  the s t ruc tu re  o f  the data being loaded i n t o  +ne data base, 

the FILE records f o r  eacn TAPEID were read and loaded sequent ia l ly ,  even 
though the FILE t t 3 l e  was declared 'heap'. 

the run where FILE was declared ' ISAM' ,  was tha t  when the tab le  i s  'heap' 

the e n t i r e  tab le  must be searched whereas when the tab le  I S  ' ISAM' ,  only 
par t  o f  the tab le  i s  searched. 

The d i f ference betwee3 t h i s  and 

D i  r e c t  
l/O's 

3.2.1.3.3 Journal inq 

Buffered Page 
I/O's Faul ts  

111 the 3 n a l  t e s t  imp*Lzmented t o  measure the a f f e c t  o f  INGRES DBMS 

parameters cn performance, a PCDB data base (see Appendix 1 .  \ was loaded 

twice - once w i th  no journa l ing  and once w i th  the journa l ing  capab i l i t y  

enabled. This t e s t  was conducted using INGRES Version 1.4. 

The resu l t s  o f  both runs are shown in the fo l lowing table, w i t h  

resu l t s  from the VAX accounting log. 

i n t o  'heap' teb les using the copy command. 

I n  each run, the  data base wit: l ob led  

INGRES LOAD RESULTS 

Total 
CPU 

T i  me 
(Set 1 

327 . 35 
360 . 32 



When the journal  mode i s  enabled, a copy i s  kept o f  every t ransact ion 

on the data base, so tha t  the data basc may Le recovered a f t e r  a f a i l u r e  o r  

so tha t  an audi t  may be made o f  t ransact ions t o  the data base. While there 

was a 17% reduction i n  load performance when journal ing was enabled, i n  a 

p rac t ica l  s i tuat ion,  journal  i ng  i s  probably necessary t a  insure the 

i n t e g r i t y  o f  the data base. 

3.P.1.3.4 Loading A1*Prnatives 

The INGRES DBMS cur ren t ly  o f fe rs  three methods o f  loading a data 
base. Each method i s  discussed b r i e f l y  +ere. 

The "append" comnand loads data i n t o  the data base one record a t  a 

time or  copies data from one tab le  t o  another. By adding the word "repeat" 

t o  the f ron t  o f  the command, the append statement i s  compiled only the 

f i r s t  time i t  i s  executed, and then saved for subsequent executions. The 
second method o f  loading a data base i s  by using the copy comnand, which 

copies data f ran  a VAX VMS f i l e  i n t o  a tabie. 
i t  i s  best t o  load the data without my structure,  and then modify the 

s t ructure appropriately. 
loaded t o  B temporary tab le  (without s t ructure)  using the copy command, and 

then t h i s  tab le i s  'repeat appendl'ed t o  the permanent tab le  (wi th 

structure) . 

With both o f  these methods, 

I n  the f i n a l  method o f  loading, the data i s  

Using INGRES Version 1.3, several tes ts  were conducted which attempted 

to  compare the various methods o f  loading. 
appl icat ion was adopted. I n  the PCOB appl icat ion,  f i v e  tab les were present 

- a tape table, a f i l e  table, an i t e m  table, a cat  tab le  and an i t e m  

descr ipt ion table. 

11). A t o t a l  o f  13,631 inser ts  were made i n t o  the data base i n  the ' i r s t  
test .  The t e s t  was run t o  compare the two methods o f  loading, copy 31.3 

repeat append, on a heap structured data base. The resu l ts  o f  the loads 
are presented below as reported i n  the VAX accounting f i l e .  

I n  each test ,  a PCDB l i k e  

(This appl icat ion i s  fur ther  explained i n  Appendix 
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TNGRES LOAD RESULTS 

Type of Load 

COPY 

Repeat Append 

Average X Degradation Total Total 

Rate "Copy T i  me T i  me 
Inser t ion  over Connect CPU 

(Hdr s/Sec ) (Set 1 k) 
31.6 --- 431. 324 . 
3.3 + 89.6 4,105. 1,716. 

There Mas a la rge  va r ia t i on  between the two runs i n  t o t a l  number o f  

d i r e c t  I/O's, buffered I/O's and page fau l ts .  

below (from the YAX accounting log) .  
These s t a t i s t i c s  are given 

Type o f  Load 

COPY 

Repeat Append 

INGRES LOAD RESULTS 

Total D i rec t  I/O's Total Buffered I/O's Total Page Faul ts  

3,122 1,451 514 

30,511 97,116 4,340 

While the use o f  copy may not always be a v iab le  approach for the 

user, i t s  use i s  f a r  superior when loading large arsunts o f  data i n t o  a 

data base . 
The second t e s t  was designed t o  compare loading a data base where a l l  

f i v e  tables have been hash s t ructured using the copy comnand, against 

loading temporary tab les w i th  no s t ruc tu re  (heap) and then appending the 

temporary tables t o  perminent tab les defined as hash s t ruc tu re  (See 

Appendix 11). This t e s t  was conducted using INGRES Version 1.3. I n  t h i s  

test ,  2,000 records were loaded. Again, the s t a t i s t i c s  reported were 

obtained from the VAX accounting f i l e .  
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INGRES LOAD RESULTS 

Type o f  Load 

Copy i n t o  hash 
s t ructured tab les 

Average 
I n s e r t i o n  Rate 

(Hd r s/Sec ) 

3.6 

Copy i n t o  heap 
tab les  

Append t o  hash 

Total 

s t ructured tab1 es ------------------- 

Total 
Connect Time 

(Set 1 

5.4 

Total 
CPU Time 

(Set) 

Wh 

than 40 

sec .) . 
account 

549. 

69 e 

302. 

371 
----- 

~~ 

193. 

51 . 
105 . 
156 e 
---- 

Copy i n t o  heap 
tab les 

I 

521 . 

l e  the  CPU t ime d i f f e rence  i s  minimal between the  two methods ( less 

seconds) the t o t a l  connect t ime d i f ference i s  somewhat l a r g e r  (178 

A look a t  the  t o t a l  nunber o f  d i r e c t  I/O's i s  he lp fu l  (VAX 

ng f i l e  s t a t i s t i c ) .  

INGRES LOAD RESULTS 

I Type o f  Load I Total D i rec t  I/O's 

1 Copy i n t o  hash 
s t ructured tab les 29,143. 

Append t o  hash 

Total 

s t ructured tab les .................... 15,305 

15,826. 
------. 

There are close t o  twice as many d i r e c t  I/O's on the run where the data i s  
being copied d i r e c t l y  i n t o  a hash s t ructured table.  
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3.2-2 Computer Operating System Parameters 

3ne o f  the computer system manager's respons ib i l i t i es  i s  t o  set  up 
"p ro f i l es "  on system parameters tha t  a f f e c t  a l l  users and "p ro f i l es "  for  

ind iv idua l  users which may vary according t o  a p a r t i c u l a r  user's knowledge 

o f  the system and needs on tha t  system. 

One aspect o f  the computer operat ing system which i s  important t o  

understanding and evaluat ing the resu l t s  o f  a l l  t e s t i n g  i s  t e s t  repeat- 

a b i l i t y .  

t ha t  are as s im i la r  as possible t o  the o r ig ina l  test .  To t h i s  end, a 

PMS-like data base was loaded several times (5,000 records each time), w i t h  

the  operating system being "re-booted" between each run . 

It i s  important t o  be able t o  repeat any t e s t  under condi t ions 

Another such parameter i n  a " p r o f i l e "  may be the working set s ize ( the 

maximun number o f  pages a user's process may have). 

any e f f e c t  a la rge  number of page f a u l t s  might have on DBMS performance, 
the de fau l t  working set s ize  was increased i n  t h i s  test ing,  from 512 t o  
1,500 pages, The same PMS-like app l i ca t ion  was used i n  t h i s  t e s t i n g  t o  

load a data base wi th  5,000 header records. 

In  an e f f o r t  t o  erase 

F ina l l y ,  t es ts  were made t o  determine i f  disk a l l oca t i on  of data base 
re la ted  software and f i l e s  would ser ious ly  impact performance. The data 

base f i l e s ,  loading software, data t o  be loaded, and data base management 

system software were assigned i n  varying conf igurat ions an the ava i lab le  

d isk uni ts.  Tests were made which loaded the same data i n t o  an i d e n t i c a l ? v  

defined PMS data base each t ime but where the loca t ion  o f  these four 

important components was reconfigured. 

3.2.2.1 Impact o f  VAX/VMS Behavior on DBMS Performance - 

ORACLE Version 2.3.2 Results 

t o  DBMS performance, an examination o f  resu l t s  obtained i n  other t e s t i n g  
was made. I n  tha t  test ing,  one or more repe t i t i ons  o f  the same t e s t  had 
been performed under circumstances which would appear t o  be ident ica l .  

I n  an e f f o r t  t o  determine what VAX/VMS system v a r i a b i l i t y  cont r ibutes 

The 
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-- 

MID* 
1 

same ORACLE system was used, the same HLI FORTRAN software was executed, 
the same input  data was used, and a l l  t es t s  were covducted i n  stdndalone 

mode. The data bases had a l l  been r e i n i t i a l i z e d  p r i o r  t c  s t a r t i n g  the 

tests. 

s ta te o f  the VAX/VMS system software and re la ted  page maps and buffers.  

The major unknown and uncontrol led Tiable i n  the tes ts  was the 

SSC PLP SDF St i ID S!EC TIMEiPLS 

t 

The st ructure o f  the HEADER tab le  i s  shown here: 

8 
8 
8 
8 
1 
1 
1 
2 
3 
2 
2 

3 
0 
6 

- 1  
2 
0 
1 
1 
3 
1 
1 

SECHDR UIC COMMENT =a=i 
* Indexed F ie ld  

A comparison o f  the resu l t s  o f  s i x  pa i rs  o f  otherwise i den t i ca l  runs 

demonstrate tha t  v a r i a b i l i t y  i n  DBMS performance does ex i s t  that can be 
a t t r i bu ted  t o  the VAX/VMS system independent o f  the DBMS. 

sumlarizing the percent d i f ference i n  each o f  the s i x  pz i r s  o f  " i den t i ca l "  
t es ts  f o r  connect time, CPU time, d i r e c t  l/O operations, an3 page faul ts.  

The percentages i n  the tab ie  r e f l e c t  the re!at ive d i f ference i n  performance 

w i th in  an ident ica l  p a i r  OF runs. 

Below i s  a tab le  

QRACLE PERCENTAGE VARIATION I N  LOAD RESULTS 

Pai r  

1 

2 

3 

4 

5 

6 

Process 

Host Process 
Detached Process 
Host Process 
Detached Process 
Host Process 
Detached Process 
Host Process 
Detached Process 
Host Process 
Detached Process 
Host Process 
Detached Process 

Percentage Var ia t ion 

:onnect Time CPU Time I )i rec t I /O s 

0 
C 
0 
0 
0 
0 
0 
0 
0 
0 
0 

'age [ u l t s l  

Y 

4 
0 
0 
2 

11 

2 0 23 I I 2 I 
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The only constant between the pa i r s  appears t o  be the d i r e c t  1/0 
s t a t i s t i c .  

DBMS (Host Process) and the ORACLE detached process varies from one t o  

eight percent. I n  only two cases was the CPU t i m e  constant. The only 

aspect o f  the DBMS tha t  could contr ibute t o  the observed v a r i a b i l i t y  i s  the 
status of  the data base f i l e s  a f t e r  r e i n i t i a l i z a t i o n .  These f i l e s  may be 
i n  d i f f e r e n t  states which would require d i f f e r e n t  processing during the 

tests. The magnitude o f  t h i s  type o f  va r ia t i on  would probably be small so 
the primary explanation i s  a t t r i b u t e d  t o  the inherent v a r i a b i l i t y  present 

i n  a v i r t u a l  memory operating system. 

Connect t ime f o r  both the FORTRAN software in ter fac ing w i th  the  

P a i r  Process 

A d i f fe rence i n  performance was noted between the loading o f  a data 

base which had been f reshly  created versus the same one a f t e r  i t  had been 
r e i n i t i a l i z e d  and reloaded wi th  i den t i ca l  data. Below, the rest i l ts  o f  two 

pai rs  o f  tests  are sunmarized i n  the same format as the previous table. 

Within each pair ,  the m l y  di f ference i n  the t e s t  setup was tha t  i n  one the 

data base was created new p r i o r  t o  loading whi le i n  the second the data 

base wat r e i n i t i a l i z e d .  

t i m e  was observed i n  the r e i n i t i a l i z e d  data base load. ?he d i f fe rence was 
15% i n  both cases, which i s  nearly twice the maximum d i f fe rence i n  connect 

t i m e  observed i n  the previous table. This indicates t h a t  the observed 
di f ference i s  a t t r i b u t a b l e  t o  more than simply system var iat ion.  

I n  both pa i r s  a s i g n i f i c a n t  increase i n  connect 

Percentage Var iat ion 

ORACLE PERCENTAGE VARIATION I N  LOAD RESULTS 

1 

2 

)Connect Time CPU Time Di rect  1/0 Page Faults 

Host Process 15 3 0 13 
Detached Process 15 0 1 0 

Host Process 
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Apparently, a f t e r  r e i n i t i a l  i z a t i o n  the DBMS i s  less e f f i c i e n t  than 
a f te r  the data base i s  created fresh. These resu l t s  suggest t ha t  some 

fragmentation o f  space or s im i la r  degradation occurs when the data base i s  

r e i n i t i a l i z e d ,  thus adding some overhead t o  the loading process when 
repeated. 

SEED Version B .11.9 - Kesul t s  

The tes t i ng  i n  t h i c  sect ion was performed on the same data base schema 
tha t  has been described i n  previous sections and i s  shown again here. 

a l l  tes ts ,  5,@00 PMS-like headers were loaded. 

I n  

SEED Schema 

R3 SDF 

S 1  6 

s1 4 

S6 7 - 
9 

R7 - COMMENT 
4 

A group o f  tes ts  were made t o  show the v a r i a b i l i t y  that can occur i n  

load rates when the same data base is loaded more than one t i m e .  I n  these 
tests ,  the data base was redefined f o r  each run, and the computer was 
"re-booted" for each run. The resu l t s  o f  loading the same data base four 
times a re  shown bel ow. 
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SEED LOAD RESULTS - 
Job 
lumber 

- 
1 

2 

3 

4 

FN e r  age 
Inser t ion  

Rate 
(Hdr sjSec) 

~~~ 

6.17 

6.42 

6.40 

6.28 

b Degradation 
i n  Averaye 
Inser t ion  

Rate 

--- 
- 4.1 

- 3.7 

- 1.8 

Total 
Connect 
T i  me 
(W 

310. 

779. 

781. 

796 

Total 
CPU 
T i  me 
(set) 

435 

437 

439 

436. 

I 

Total 
D i rec t  
I / O ' S  

12,643. 

12 , 645. 

12 , 647. 

12,645. 

Total 
Page 
Faul ts  

15 , 086. 

15 , 882 . 
15 , 306 . 
15,158. 

There i s  about a 2-4% di f ference i n  average inse r t i on  r a t e  and less  

than 1% di f ference i n  t o t a l  CPU time. While the number o f  d i r e c t  I/O's was 

almost iden t ica l  f o r  a l l  runs, the number of page f a u l t s  was varied. 

3.2.2.2 Working Set Size 

ORACLE Version 3.0 Results 

A t e s t  was performed t o  attempt t o  assess the impact o f  working set 
s ize on performance o f  a data base load. 

set  o f  pages i n  memory t o  which a process can re fe r  without i ncu r r i ng  a 
page fau l t .  I n  t h i s  test ,  5,000 PMS-like headers were loaded i n t o  a data 

base two times. I n  the f i r s t  run, the working set s ize was 512 pages and 
i n  the second, the working set s ize was 1,500 pages. The PMS header tab le  

i s  shown here. 

The working set i s  defined as the  

HEADER Table 

I PR IMAR Y - KE Y * I M IDS I D*TIF[u IC SoF MESSAGE HEADER z=Ld 
* Indexed F i e l d  
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The resu l t s  o f  the 2 loads are given i n  the fo l lowing table. 

ORACLE LOAD RESULTS 

Working Set 
Size (Pages) 

1 
51 2 

1,500 

Aver age 
Inse r t i on  Rate 
(Hdrs/Sec) 

5.20 
5.23 

X Improvement 
i n  Average 

Inser t ion  Rate 

As can be seen i n  the resul ts ,  the increase i n  working set s ize d i d  not 
impact the performance o f  the load s ign i f i can t l y .  A glance a t  the peak 

working set s ize revealed tha t  when the maximum working set s ize was 512, 
the peak working set s ize was 512. I n  other words, the process needed a l l  

512 pages. h e n  the maximum working set s ize was increased t o  1,500 pages, 
the peak working set s ize increased t o  only 549 pages. Even though a la rge  

number o f  pages were avai lable,  the process only needed 549 pages. 
Therefore, no d ras t i c  improvement i n  performance was seen. One explanation 

f o r  t h i s  might be tha t  because NACLE creates detached processes, the pages 

needed are d iv ided up among the processes, so tha t  even though the t o t a l  

may be large, tho cumber o f  pages needed by each detached process i s  

r e l a t i v e l y  small. 

SEED Version B.ll.3 -- icasults 

I n  an e f f o r t  t o  assess the impact o f  working set s ize  on performance 
and also t o  t ry  t o  minimize the variance i n  number o f  page f a u l t s  between 

runs, the working set s ize was increased from 512 t o  1,500 pages. The 

schema tha t  was used was ident ica l  t o  tha t  described i n  Section 3.2.2.1. 
The resu l t s  o f  loading t w o  PMS-like data bases under these condi t ions ( i n  
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add i t ion  t o  the Londi t ions s tated for  t h e  previous t e s t i n g )  are shown 

below. These t e s t s  were run i n  a standalone environment. These r e s u l t s  

can be compared d i r e c t l y  t o  the r e s u l t s  i n  Section 3.2.2.1, where 4 jobs 
were run t o  load the  same data base. However, i n  those runs, the  working 

set  s ize was 512 pages. 

and also appear i n  the  t a b l e  below. 

The r e s u l t s  o f  those four  runs have been averaged 

Working Total Total  
Set Size Connect Time CPU Time 
(Pages 1 (Set 1 (Set 1 

512 792 , 437 . 
1 , 500 757. 423 , 

1,500 764. 427. 

Total  Total  
D i r e c t  I/O's Page Faul ts  

12,645. 15,358. 
12,652. 1. 

12,644. 1. 

By increas ing the  working set size, the  number o f  page f a u l t s  s t a b i l -  

i zed  a t  a very low number. 

t o  lower i t  by about 4%. The v a r i a t i o n  i n  t o t a l  connect (and t o t a l  CPU) 

t ime between runs was lowered t o  about 1%. 

The a f f e c t  t h i s  had on t o t a l  connect t ime was 

These r e s u l t s  show t h a t  whi le  the l a r g e  working set s ize  used i n  t h i s  

t e s t i n g  may be impract ica l  under normal condi t ions,  i t  can have a s i g n i f i -  
cant impact on data base performance. 

v a r i a b i l i t y  inherent i n  the DEC v i r t u a l  operat ing system. 

They a lso serve t o  demonstrate the 

3.2.2.3 Disk A l l o c a t i o n  

ORACLE Version 2.3.2 Resul ts 

A v a r i e t y  o f  components (both hardware and software i n  nature) are 

present when the ORACLE DBMS i s  i n  use. The amount of con t ro l  over these 
components and how they are conf igured c e r t a i n l y  var ies depending on the 

host computer's intended usage and the degree o f  importance o f  the data 

base appl icat ion,  The conf igura t ion  of the  software components and the 
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data they access may be more under the cont ro l  o f  the DBA o r  the data base 

user community. To ascer ta in  what, i f  any, v a r i a b i l i t y  i n  DBMS performance 

could be found due t o  conf igurat ion,  a set o f  t e s t s  were made which conf in-  

ed t h e i r  inves t iga t ion  t o  the software components and data accessed. 

-I 

KEY* S I D  M I D *  SSC FLP SDF S H I D  S I E C  T I M E  PLS SECHDR U I C  COMMENT 

A t  the t ime these t e s t s  were devised and conducted, the hardware con- 

f i g u r a t i o n  included two DEC RP06 (176 megabyte) d isk d r ives  which were 

configured on the same mass bus adapter. 

t e s t i n g  included the VMS systen! software, the ORACLE "kernel"  software, the  

FORTRAN load rout ine,  the ORACLE data base f i l e s ,  and the input  data f i l e  

(PMS-like data t o  be loaded i n t o  the data base). O f  these, the system 

software and data base f i l e s  could not be varied. 

f i x e d  on the system disk, designated DBAO, wh i le  the data base f i l e s  had t o  

res ide on D B A l  because o f  space l i m i t a t i o n s  on DBAO. The remaining three 

components (ORACLE ''kernel I' software, FORTRAN load software, and the input  

data f i l e )  were conf igured i n  various combinations a f t e r  which a load o f  

5,000 headers i n t o  a PMS-like data base would be performed using the 

f o l  1 owing tab1 e makeup : 

The components re levant  t o  t h e  

The system software was 

HEADER Table 

* Indexed F i e l d  

The loads were a l l  performed i n  standalone mode t o  e l im ina te  the uncon- 

t r o l l e d  in f luence o f  other users. The data base was a lways r e i n i t i a l i z e d  

before the loads were made. The t a b l e  below summarizes the r e s u l t s  of each 

load. The F0RTRj.N load rou t ine  and the ORACLE detached process have been 

reported separately f o r  c loser  sc ru t iny .  S t a t i s t i c s  inc lude t o t a l  connect 

time, CPU time, d i r e c t  1/0 operations and page f a u l t s  as shown i n  the VAX 

account log. 

t ime since i t  w i l l  r e f l e c t  the r e l a t i v e  e f f i c i e n c i e s  o r  def ic ienc ies 
observed i n  each conf igurat ion.  

second t i m e  t o  see hqw much v a r i a b i l i t y  would ex is t .  

Probably the most re levant  s t a t i s t i c  i s  the t o t a l  connect 

Most o f  the conf igurat ions were tested a 
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' Sum 
Total 

CPU Time 
(set) 

815.96 

808 . 88 
I 

Sum 
Total 
D i rec t  
I/O's 

Sum X Degradation 
Total over 
Page Best Results 
Faul ts 

8,426 

8,454 

6,894 I --- 

6,493 + 2.2 

8,426 

8,426 

8,405 

8,405 

7,268 + 1.4 

7,861 + 2.4 

7,557 + 4.5 

6,947 + 12.2 

8,426 

8,438 

8,404 

8,403 

5,389 + 12.5 

6,190 + 11.0 

6,740 + 25.8 

6,722 + 16.6 

ORACLE LOAD RES ILTS 

Higher 
Total 

:onnect Time 
(W 

Component 
P1 acement 

Job 
No . 

@RACLE Kernel 

Input Data 
F i  1 e-DBA1 

FORTRAN Load 

s/u-DBAO 

S/w-DBAl  

1,388. 

1,418. 

799.20 

816 . 16 

808.13 

807 -89 

-DBAO 
-DBAO 
-DBAO 

1 

2 

1,407. 

1,421. 
- 

1,450. 
-DBAO 
-DBAO 
-DBA1 

1 812.19 

-DBA1 
-DBAO 
-DBA1 

1 808.13 1,557. 

- 
1,562. 

1,541. 

1,746. 

1,618. 

821 . 10 

809.59 

-DBAO 

-DBAO 

The resu l t s  d isp lay  a great deal o f  v a r i a b i l i t y  even between 
repe t i t i ons  o f  the same conf igurat ion.  This v a r i a b i l i t y  i s  a t t r i b u t e d  

p r imar i l y  t o  the VAX/VMS operating system. 
d i f f i c u l t  t o  draw d e f i n i t i v e  conclusions from the observed resu l ts .  The 

most e f f i c i e n t  conf igurat ion observed i n  these tes ts  appears t o  be the 

f i r s t  one i n  the above tab le  where the input  data f i l e  and FORTRAN load 

software were located on D B A l  and the ORACLE Kernel software was on DBAO. 

Because o f  t h i s ,  i t  i s  more 
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This i s  fo l lowed c lose ly  by a con f igu ra t i on  w i th  a l l  three components on 

DBAO and then by a conf igurat ion w i th  the FORTRAN software on DBAl  and the  

other two components on DBAO. The worst r e s u l t s  were apparent i n  the csn- 

f i g u r a t i o n  w i th  the input  data f i l e  on D B A l  and the other two components on 

DBAO. There i s  a 25% increase i n  connect t ime betkeen the best observed 

r e s u l t s  and the  worst. 

apparent. 

t i o n s  i s  i n  the FORTRAN load software, where it resides on DBAl  i n  the bes t  

case and on DBA3 i n  the  worst. This does not sewi t o  warrant such a 

discrepancy i n  performance. Further analysis o f  the  r e s u l t s  shcws 51 i g h t l y  

higher CPU t imes i n  the worst case and s i m i l a r  d i r e c t  I/O's and page 

fau l ts .  

Why such a d i f f e rence  e x i s t s  i s  ;lot r e a d i l y  

The on ly  d i f f e rence  between the  best and worst case configura- 

The v a r i a b i l i t y  between t e s t s  w i th  s i m i l a r  con f igura t ions  i nd i ca tes  

t h a t  the  impact o f  the  VAX/VMS system software i s  s i g n i f i c a n t  and t a i n t s  

the conclusions t h a t  can be made between r e s u l t s  o f  d i f f e r e n t  conf igura- 

t ions.  It i s  worthy t o  note t h a t  the two disk a r ives  were on the  same mass 

bus adapter and must share the same communication "pipel ine".  Addi t ional  

t e s t i n g  i n  the area o f  component l oca t i on  may be des i rab le  when more d r i ves  

are ava i l ab le  and/or when m u l t i p l e  maqs bus adapters are present. 

SEED Version B J1.9 Results 

I n  the t e s t i n g  performed i n  t h i s  section, the placement o f  var ious 

components o f  the load process was a l t e r e d  i n  an e f f o r t  t o  assess the  

impact o f  actual pos i t i on  w i t h i n  the system on DBMS performance. I n  t h  

tes t ing ,  t he  schema was i d e n t i c a l  t o  t h a t  described previously and i n  

Appendix I. Two RP06 d isk  d r ives  were ava i l ab le  - OB40 and DBA1. They 

were both configured on the same mass bus adapter. In  a l l  tes t ing ,  the  

S 

actual data base and DBMS software resided on DBA1. The placement cf the  

loading software and data t o  be loaded was varied. Each t e s t  was repeated 

a t  l eas t  one time. A l l  r e s u l t s  are shown below, w i th  r e s u l t s  obtalned from 
the VAX accounting f i l e .  
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SEED LOAD RESULTS 

Total  Total  Total Total  
Job Connect CPLI D i r e c t  Page Fbu l ts  
No. Time T i  nie I / O ' S  

(Sec (set) - 
1 812. 452 . i;,a89. 19,995, 
2 833 . 450 . 12,889 . 20,110. 
3 846 . 453 . 12, a89 . 19,977. 

1 809. 450. 12,890. 19,723. 
2 823 . 460 . 12,889. S 9,258. 

Component P1 acement 

I 

I Inpu t  Data F i l e  - D B A l  

IFORTRAN Load s/w - DBAO 

2 1 

1 
2 

~~ ~ I Input Qata F i l e  - DBAO 

1Ss472. 
815. 801. 451 454 . :::E: i '-1 i9,662. 

t 

820. 451 . 12 , 889 . 19,678. 
810. 450. 12,889. 19,375. 

IFORTRAN Load s/w - DBAO 

( Input  Oata F i l e  - D B A l  

I F O R T R t i i  Load S/W - D B A l  

Input  Qata F i l e  - OBAO 

FORTRAN Load s/w - G B A l  

The maximum d i f fe rence i n  t o t a l  CPU t ime between a l l  runs i s  10 

It appears tha t  when only  ttro disks are ava i lab le  and both are on the 
sezonds or abaut 2%. The maximum d i f fe rence i n  t o t a l  connect t ime i s  a b w .  

5%. 
same nass bus adapter, the placement o f  the  var ious load components on 
those disks should not be 3 ser ious consideration, Perhaps I f  more d isk  

d r ives  Mere avai ldb le,  placement would be more important and have a more 

s i g n i f i c a n t  impact on p?:formaice; 

fe ren t  areas o f  the SEED data base could be placed on d i f f e r e n t  disks. 

i s  ~ l s o  worth notir ig t h a t  the VAX system software was res ident  on d isk DSAO 

dur ing these tes ts  and may contend w i th  the DBMS yocess ing  f x  1/0 t c  the 

device. 

This might be espec ia l l y  t r u e  i f  d i f -  

It 
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4.0 SUPPLEMElTAL TEST!NG 

I n  addi t ion t o  the tes t i ng  deccribed i n  Sections 2 and 3, addi t ional  
var ia t ions were made on the basic data base designs. Many o f  these 

var ia t ions were chosen t o  provide feedback t o  the PMS pro jec t  team f o r  

pursuing t h e i r  design. As d i f f e r e n t  DBMSs offer d i f f e r e n t  a l te rna t ives  t o  

the user, a d i r e c t  comparison between tes ts  run under one DBMS and another 

may not alnays >e applicable. Any tes t i ng  described i n  t h i s  sect ion which 

i s  re la ted t o  tha t  done i n  e i t he r  Section 2 or 3 w i l l  r e f e r  back t o  the 

appropriate section fo r  cross reference. A l l  t es t i ng  performed i n  t h i s  

section was conducted i n  a standalone environment. 

I n  addi t ion t o  the PMS-like app l i ca t ion  being used as a testbed i n  

t h i s  and other sections o f  the report, t es t i ng  in  t h i s  sect ion a lso 

includes the use of the PCDB appl icat ion which i s  described i n  Appendix 

11. 

the tes t i ng  of both were 1) data base size, 2) complexity of design, and 3 )  
major requirement (pro ject  goal) o f  the data base. 

Some o f  the di f ferences betwen the appl icat ions which contr ibuted t o  

For most o f  the tes t i ng  o f  the PMS-like appl icat ion,  the data base 
contained 5,000 records. The data base design wils r e l a t i v e l y  simple and 
the main goal was t o  road 7 recorus per second. 

On the other hand, the PCDB data base design was more complex and the  

aata base contained 13,631 records. 

base was acceptable query response times. 

The main requirements o f  the FTDB data 

4.1 A l t e w J t i v e  Data Base Designs 

The impact on performance o f  a l t e rna t i ve  C a t a  base designs i s  of 
s igni f icance t o  a l l  DBMS users. This sectior! provides addi t ional  
information t o  tha t  included e a r l i e r  i n  Section 2. The resu l ts  presented 

i n  t h i s  section lend some ins igh t  t o  P.-, data base design cal. be "tuned" t o  

optimize nerforniancc fo r  a p t r t i c u l q -  -0  a base appl icat ion.  
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4.1.1 ORACLE Version 2.3.1 

a PHS data base could be designed tha t  met both the data management needs 

as wel l  as the desired performance goals. 

The goal o f  same i n i t i a l  t e s t i n g  done wi th  ORACLE was t o  determine how 

KEY* 

4.1.1.1 Load Performance - Prototype Design 

SIO* hIO* SSC PLP SDF* SHID SIEC TIME* PLS SECHDR UIC* C M E N T  

Xndexed F i e l d  

Two t e s t  loads were perfomed which loaded empty versions d f  the above 
t a b l e  wi th  10,000 and 42,000 rows, respectively. The U I C  and COMMEP' 

f i e l d s  are iccluded f o r  user created packets only; therefore i n  each of 

these t e s t s  the UIC and COMMENT f i e l d s  were n u l l  i n  a l l  rows. A l l  loads 

were conducted without contention fran other VAX/VMS users. 

The 10,000 row load i s  surmarized i n  the graph presented below. The 

format o f  the graph and other graphs which fo l l ow  throughout Section 4 

p lo t s  the average number o i  records loaded per secono over an i n t e r v a l  o f  

records against the size o f  the data base a t  t ha t  time. The i n t e r v a l  

chosen i s  720 records which, a t  the t ime o f  the test ing,  represented ten 

PMS bursts. The graphs depict  the average ingest ion rates observed a t  any 

p a r t i c u l a r  po int  during the load and v i s u a l l y  emphasize the amount o f  

degradation present. I n  the graph below both o f  these are eas i l y  seen. 
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The f i r s t  two points p lo t ted  ( a t  7 3  records and 1440 records) show an 

apparent increase i n  performance as the data base gets larger,  whi le a f t e r  
the 1440 leve l  a gradual degradation i s  observable. One might a t t r i b u t e  

t h i s  ear ly  performance increase t o  some i n i t i a l  overhead paid f o r  opening 

the data base i n  preparation f o r  the load, but examination o f  many other 

load resu l t s  ind icate t h a t  t h i s  i s  not the case. The observed increase i n  
performance i s  a typ ica l  and might be a t t r i bu ted  t o  the VAX system software 
ac t i va t i ng  some background task. Other than t h i s  anomaly, the graph i s  

demonstrative o f  ORACLE'S normal ly f l a t  degradation a f t e r  f i ve  thousand o r  

so records are vesent .  The ob;erved range o f  load rates shows a high o f  
almost 2.5 he; -rs per second a t  about the 1,400 row data base size and 

f a l l s  t o  about 1.75 headers per second a t  the 10,000 row level  . 
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The 42,000 row load i s  summarized b e l c n  and demonstrates  a more 
"choppy" degradation than the 10,000 record l o a d  above. 

. ... 

..... 

...... 

. .. . 

I ..... 
! 

i 
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There i s  no i n i t i a l  gain i n  performance as seen before but ra ther  the more 
t yp i ca l  degradation s t a r t i n g  i n  a ron- l inear  masner and becoming very grad- 

ual shor t l y  thereaf ter .  The observed load rates show tha t  i n i t i a l l y  the 

load ra te  i s  highest a t  a 2.75 header per second leve l  but drops t o  the 

1.85 level  before reaching tho 10,000 row data base size. From 10,000 rows 

t o  42,000 rows, the load r a t e  drops only -25 headers Der second t o  about 

the 1.6 mark. 

4.1.1.2 Laad Performance - Dual Load 

Because a PMS goal was t o  ingest headers a t  the r a t e  o f  seven a 
second, inves t iga t ion  i n t o  a1 te rna t i ve  load approaches and data base 

designs was begun t o  see i f  an improved r-ate could be achieved. As one 

a l te rna t i ve  approach t o  loading, a t e s t  was made t o  see i f  two load rou- 

t i nes  running concurrent ly could load more data i n t o  the same tab le  than a 

s ing le  routine. The theory seemed p laus ib le  assuming that f o r  any load 
process a s i g n i f i c a n t  amount c f  1/0 must be present and therefore whi le  one 

process i s  wai t ing f o r  an 1/0 t o  complete, the other might be computing and 

i n i t i a t i n g  another I/O requect. The t e s t  devised for studying t h i s  a l t e r -  

na t ive  requi ted the use o f  two load rout ines (which were essen t ia l l y  ident -  
i c a l ) ,  each of which loaded 1,000 PMS headers i n t o  an i n i t i a l l y  empty 

table. The loads were submitted simultaneously and, a f t e r  completion o f  

both, a t o t a l  o f  7,000 rows were present i n  the data base. Graphs of both 

loads appear on the fo l lowing page and ind ica te  tha t  the approach i s  not  
successful i n  increasing t o t a l  performance. When examining the graph, note 
tha t  each point  p lo t ted  represents a s ing le burst, or 72 headers, ra ther  

tha t  720 headers as i s  commonly used in other graphs. Apparently, the 

hoped f o r  increase i n  performance cannot be achieved, perhaps because 

ORACLE has some in te rna l  "lock out" t ha t  prevents the two load programs 

from achieving the synchronization theorized. 

o f  t h i s  approach i s  t ha t  t o t a l  CPU t ime required r i ses  somewhat, i nd i ca t i ng  

tha t  a greater amount o f  computer resources are consumed t o  perform the 

same amount o f  work. 

An undesirable side e f fec t  
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4.1.1.3 Load Performance - Reduced Number o f  Indexed F ie lds  

A l te rna t ive  designs o f  the data base were attempted which would 

increase load performance toward the target  goal o f  seven headers per 

second. The a l te rna t ives  required tha t  features provided f o r  i n  the 

prototype design be l o s t  o r  relaxed. 

design because i t  i s  seldom tha t  a data base can serve a l l  the needs o f  a 

d i v e r s i f i e d  user group without compromise i n  some form. 
approaches were t r i e d  i n  a l t e r i n g  the design. 

the number of indexed, o r  "imaged", f i e lds  t o  lower the overhead required 
t o  add rows t o  and delete rows from the data base. The trade o f f  here i s  

obviously the reduct ion o f  f i e l d s  through which users can q u a l i f y  queries 

ana get d i r e c t  access resu l t s  ra ther  than sequential access. 

This i s  not unusual i n  data base 

Two basic 
One approach t r i e d  reducing 

To assess the advantage ( f o r  load performance) o f  reducing the number 

o f  indexed f ie lds ,  a ser ies o f  designs were implemented and loaded w i th  a t  

least  5,000 records. Each design or ig inated by e l im ina t ing  a remaining 

indexed f i e l d  from the preceding design whi le using the prototype design as 
a s t a r t i n g  point. Since the U I C  f i e l d  was nu l l ,  it was ignored, and, since 

the KEY f i e l d  was required by PMS f o r  i d e n t i f i c a t i o n  o f  packets, i t  was 

always maintained as an index. 

dates. 
MID, SDF, and TIME indic?s. 

MID, and SDF. 

indexed only the KEY value. 

Thus, four designs emerged as t e s t  candi- 

The f i r s t  e l iminated the index fo r  the S I D  f i e l d  leav ing the KEY, 
The second omitted the T IME index leav ing KEY, 

The t h i r d  omitted SDF leaving only KEY and M I D  and the l a s t  

?he graph below shows the resu l t s  o f  the f i r s t  test .  Mere four 

indices, KEY, MID, SDF and TIME were present and 5,000 records were loaded 
w i th  the average headers per second calculated and p lo t ted  for each group 

of 720 headers. 

4- 7 



A comparison o f  t h i s  graph w i th  the i n i t i a l  D a r t  o f  the graph for the 
42,000 record prototype load reveals a d e f i n i t e  improvement i n  perform- 

ance. The i n i t i a l  720 header po int  i s  the high po in t  on both graphs and 

the new design shows a '25 header per second gain by beginning a t  a 3 head- 

e r  per second rate. This margin i s  s t i l l  present a t  the 5,000 header 

po int .  The same gradual degradation normally observed i n  the ORACLE load 

performance can be observed as we1 1 . 
By removing the T IME index from the dbove design another s i g n i f i c a n t  

increase i n  performance can be found. 

ising t h i s  design appears below and can be compared t o  the above graph. 

Again, 5,000 records were loaded and the resu l ts  were p lo t ted  simi lar !y.  

A graph of the load performance 
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N d r r  of 

I n  t h i s  design, KEY, MID, and SDF wwe indexed. 

jumps from about 3 headers per second I n  the previous load t o  near ly 3.7 
i n  t h i s  load. 

t e n t  gain o f  from .5 t o  .7 headers per second throughout the load when the  

TIME index i s  absent. 

The i n i t i a l  load r a t e  

In  general, a comparison o f  the  p l o t s  demonstrates a consis- 

The next design required ind ices f o r  the KEY and M I D  f i e l d s ,  e l im ina t -  

i n g  the S3F index. 

t h i s  discussion, the f i e l d  i s  s t i l l  present as a column i n  the d a t i  base 

table.) 

below. 

(Recall t ha t  when any index has been el iminated dur ing  

The resu l t s  o f  t h i s  load have been p lo t ted  and appear i n  the graph 
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Another substant ia l  gain i n  load performance i s  detectable between t h i s  
graph and the preceding one when the SDF f i e l d  was present. 

begins a t  about 4.25 headers per second which i s  more than .5 headers per 
second be t te r  than the previous resul ts .  

headers per second i s  read i l y  observable a t  the same r e l a t i v e  pos i t ions 

along the graph. 

The load r a t e  

An advantage o f  frm .5 t o  .75 
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The l a s t  o f  the designs possessed the minimum s ing le  non-null index 
ORACLE required. Only KEY was indexed (except f o r  the n u l l  UIC f i e l d )  and, 

i n  t h i s  case, a t o t a l  o f  10,000 PMS headers were loaded i n t o  the data 
base. The resu l t s  o f  t h i s  tes t  ar? p lo t ted  on the graph below. 

The p lo t ted  resu l t s  show another gain from the previous graph. 

po in t  i s  about 4.75 headers per second, a gain o f  almost h a l f  a header 

per second. This margin i s  read i l y  apparent throughout the 5,000 record 

leve l  i n  the previous graph and continues t o  demonstrate the overhead tha t  

i s  a t t r i b u t a b l e  t o  the bu i l d ing  and maintenance of ORACLE'S B-Tree index 

s t ructure . 

The i n i t i a l  
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A comparison o f  these resul ts ,  w i t h  only KEY indexed ( ignor ing the 

n u l l  f i e l d  U I C ) ,  t o  the resu l ts  o f  the prototype loads wi th  KEY, M I D ,  S I D ,  

T IME and SDF indexed, reveals an overa l l  gain o f  over 2 headers per second 

a t  the 10,000 row data base size. 
below 2 headers per second using the prototype design, a design w i t h  only a 
s ing le index on KEY can perform a t  about 4 headers per second a t  the 10,000 

record leve l .  This i s  s t i l l  3 headers per second below the desired goal 

and would not support queries from the user community beyond users who 

could i d e n t i f y  a KEY f i e l d  value o r  values. 

This means t h a t  instead o f  loading a t  

4.1.1.4 Load Performance - Reduced Nutrber o f  F ie lds  

A second apprcach i n  a l t e r i n g  the data base design was t o  reduce the 

number o f  f i e l d s  (not j u s t  the number of indexed f i e l d s ) ,  by concatenation 

o f  f ie lds .  

An examination o f  the l og i ca l  re la t ionships o f  each o f  the f i e l d s  i n  

the PMS primary packet header y ie lded a p a i r  o f  f i e l d s  tha t  were good 

candidates f o r  concatenation. These were the M I D  and S I D  f ie lds .  I t  was 

thought un l i ke ly  t h a t  a spec i f i ca t ion  o f  SICI independent o f  M I D  would be of 

any value t o  a user. This i s  because SIDs are defined uniquely f o r  every 

mission; hence, no consistency need e x i s t  between SIDs o f  d i f fe ren t  M I D s .  

A t e s t  was conducted i n  which the M I D  and SI0 f i e l d s  were concatenated i n t o  

a s ing le 16 b i t  f i e l d  replacing the or ig ina l  pa i r .  Both the KEY f i e l d  and 

the M I D S I D  f i e l d  were indexed ( i n  addi t ion t o  the n u l l  U I C  f i e l d )  and 5,000 

PMS header records were loaded i n t o  an empty data base. 

t h i s  t e s t  have been p lo t ted  on the graph below aod can be compared w i th  the 
graph o f  the t e s t  load when the KEY and M I D  f i e l d s  were indexed t h a t  was 

discussed e a r l i e r  i n  t h i s  section. 

The resu l ts  o f  

The r e s u l t s  o f  both p l o t s  are somewhzt simslar; both s t a r t  a t  about 

4.25 headers per second whi le the concatenated f i e l d  t e s t  concluded a t  
about 3.4 headers per seconfi and the other t e s t  a t  3.2 headers per second. 

The advantage i n  performance which the concatenated t e s t  demonstrates i s  

a t t r i b u t a b l e  t o  the reduction i n  t o t a l  number o f  f i e l d s  present i n  the 
table. 
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4.1.1.5 Query Performance - 

While, f o r  t h i s  p a r t i c u l a r  application, the query rates  were not o f  as  

much i n t e r e s t  as load rates ,  several queries were ponetheless performed on 

several o f  these data base designs. The queries which were performed are  

shown here: 

SELECT * FROM HEADER WHERE KEY = 

and 
SELECT * FROM HEADER WHERE S I C  = 

AND M I D  = 

AND SDF = 
, . I  

AND TIME = L#t;b: I t '  
POOR I.. ' 
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The resu l ts  o f  the two queries are shown i n  the two tab les below. 

Each query was executed three times. I n  the f i r s t ,  KEY, MID, SDF and T I M E  

were indexed. I n  the second, KEY, MID, and SDF were indexed, and i n  the 
l as t ,  only KEY and M I D  were indexed. The f i r s t  query was periormed on 5%, 

o r  250, o f  the records i n  the data base. Each query produced one row. The 

second query was performed ?5 times, and m u l t i p l e  rows were m t r i e v e d  each 

t ime (averaging 4-15 rows) . 

I Indexed F i  e l  ds Average 
Response Time 

(Set) 

KEY, MID, SDF, TIME e 204 
KEY, MID, SDF 0199 
KEY, M I D  . 239 

ORACLE QUERY RESULTS 
SELECT * FROM HEADER WHERE KEY = 

X Degradation 
i n  Averdge 

Response T i  me - 
--- 

- 2.5 
i- 17.2 

Average 
Response Time 

(Set 1 

3.25 
33.61 
14.59 

ORACLE QUERY RESULTS 

- TIME = -’ SDF = -’ M I D  = SELECT * FROM HEADER WHERE S I D  = -’ 
X Degradation 

i n  Averagt 
Response Time 

--i 

i- 934.2 
+ 348.9 

Indexed F i  e l  ds 

KEY, MID, SDF, TIME 

KEY, MID, SDF 

I n  the f i r s t  table, the r e s u l t s  o f  the f i r s t  two runs show tha t  no 

real  d i f ference appeared i n  query resu l ts  between the two, as might be 

expected. 

the number o f  indexed f i e l d s  had an impact on query performance. Ry 
looking a t  he resu l ts  o f  the report  f i l e  generated I 

However, the r e s u l t s  o f  the t h i r d  run appear tr! ind ica te  tha t  

re query, i t  was 
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determined tna, thc preLence o f  an outside process was nost l i k e l y  the 

cause o f  the increase i n  average response time. 

a r t i f i c i a l l y  ra ised the z.erage respot);.: t ime .  

This outside process 

In the second table, the resu l t s  o f  the three runs are d r a s t i c a l l y  

d i f fe ren t .  
mechanism chocses the l a s t  index encovm'ered i n  the query statement as the 

one i t  Jses t o  select  rows which sa t is fy  the query. 

selected which s a t i s f y  tha t  par t  o f  the "where clause", a i2quePtial search 

i s  performed t o  s a t i s f y  ?':e remaip'ng par ts  o f  the whcre clause. 
f i r s t  run, the TIME f i e l d  was the l a s t  co;umn encountered i n  the where 

clause w i th  an index on i t -  

o f  TIME. 
with 4 d i f f e r e n t  values. I n  the t h i r d  run, the M I D  f i e i d  was the l a s t  
encountered, w i th  10 d i f f e r e n t  valuf-5. Uhen the index chosen has many 

unique values (as n i t k  the TIME f- - $ ) ,  for any pa r t i cu la r  value, fewer 

records s a t i s f y  tha t  select ion . 
approximately 100 rows w i th  each unique value o f  TIME. 

there were approximstely 1,250 recoc-ds w i th  eeLh irrlique value, and for  the 

MID f i e ld ,  there were approx:* l t e l y  500 records w i th  each unique value. 
Therefore, i n  rms above, a f t e r  the i n i t i a l  100, 1,250, and 500 row5 were 

retrievecr fc; each run, respectively, a seguent'al search was performed on 

those rows t o  s a t i s f y  the remaining par ts  o f  the where clduse. 

f i r s t  run had the best performance arid the second run had the worst 
performance. 

I n  the type o t  query executed here, the ORACLE 2.3 parsing 

Cnce a l l  rOws are 

I n  the 

There were approx'mately 50 d i f f e ren t  values 

In the second run, the SDF f i e l d  w3s the l a s t  f i e l d  encountered, 

d ~ ?  TIME f i e ld ,  there were 

With the SDF f i e l d ,  

Hence the 

4.1.2 SEED Ve:sion - L.11.9 

The goal of t n i s  SEED tes t i ng  was t o  de terdne how a SEED data base 

could be alcered t o  meet the PMS p r o j x t  goal o f  loaaing 7 headers per  

second. Also Included i n  t h i s  sect ion are resu l t s  s f  queries which were 

performed on the various data base designs i n  order t o  gain a be t te r  

unde-,tanding o f  SEED'S query capab i l i t ies ,  Testing was i n i t i a l l y  

Derfonne-d using Version B.11, but when Version C.0 w s  i ns ta l ied ,  i t  too 
was tested. 
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4.1.2-1 Load Performance - Prototype Design 

I n  the PMS appl icat ion,  the i n i t i a l ,  o r  'prototype" design (see 

Appendix I )  consisted o f  record R 6  - PKEY, which contained the e n t i r e  con- 

tep ts  o f  the PPIs prima;.y and secondary headers. I n  addit ion, f i v e  Owner 

records were added. 

s i g n i f i c a n t  impact on load rates, 

included only %r user created packets, and therefore had s ign i f icance on 

load rates only i n  the fact  t h a t  there were pointers i n  the R6 - PKEY record 

f o r  them. A seventh record, R7 - COMMENT, was also incluaed f o r  user created 

packets, R 7  - COMMENT i s  a member o f  R 6  - PKEY. Three data bases were loaded 

using t h i s  design, one w i th  50,000 header packets, one wi th  10,000 header 

packets, and one w i th  5,000 header packets, 

data base are shown on the graph below. 

-ihree o f  these, R 1  - MID, R 2  - TIME, and R 4  - SID, had a 

The others, R 3  - I I D  and R5 - UIC were 

The load r e s u l t s  of the 50K 

.Nunttr <,f  
Header 

Records 
Loaded 

Per 
- Serond 

c 
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I n i t i a l l y  the data base was being loaded a t  a r a t e  of about 5.75 

records per second. 

being loaded per cxond. 80th o f  these f igures f a l l  below the o r ig ina l  PMS 

pro jec t  goal o f  7 headers per second. A t  the end of the load the data base 

was about 85% f u l l .  

accomnodate uptiates and t o  cut  down on the number of page overflows. 

However, the "peaks and va l leys"  qppearance o f  t h i s  graph and most o f  the  

others indicates tha t  there were s t i l l  many page overflows. A spot check 

o f  the data base s t a t i s t i c c  ihowed t h a t  aLc*Jt 40-45% o f  the pages i n  the 

data base were 95-1OoX f u l l .  Therefore, when the hashing a lgo r i t hn  t r i e d  

t o  put a record on a page tha t  was already f u l l  , a sequenticl search had t o  

be done on the fo l low ing  pages, u n t i l  space was found f o r  the record. 

By the end of the load, only about 3.25 records were 

A surplus area of 15' was included i n  the design t o  

k'hile the load rates continued t o  dec l ine as the a t a  base became mcre 

saturated, the decl ine was general ly l i n e a r  u n t i l  about 42,500 records had 

been loaded. A t  t h i s  point ,  the data base was about 75% fu;l. 

rates dropped faster past t h i s  po in t  . 
The load 

In comparing these resu l ts  w i th  the 10K protctype load shown below, i t  

i s  observed tha t  the 10K load was s i g n i f i c a n t l y  faster,  fran about 7 head- 

ers  per second i n i t i a l l y  t o  about 4.5 headers per second a t  the end of the 

load. 

It was thought that ,  a t  least  i n i t i a l l y ,  the 5QK load would be f a r t e r  
because there were Tore pages avai lable,  and therefore less chance o f  page 

overflow. However, because i n  both runs the number o f  buf fers avai lab le 

was ident ica l .  and i n  the 50K run there were more pages i n  the data base, 

the chance o f  a pa r t i cu la r  pa;? already being i n  memory was reduced. 
i s  borne out by comparing the data base load s t a t i s t i c s  i n  Table 4.1-1. 

The number o f  d i rec t  I/O's i r  the EOK load i s  about 5.4 times the number i n  

the 10K load, and the t o t a l  connect time i s  about 6 tiriles tha t  o f  the 10K 

1 oa: 

This 
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The SK prototype data base shcwn below i n i t i a l l y  loaded a t  aboilt t he  
same ra te  as the 10K data base. R t  the end of the load, the 5K data b3se 

was about 72% f u l l  and about 5.1 records were be+ng loaded per second. A t  

the same point  i n  the 10K data base load (1.e. 72% f u l l  or  8,250 records) 

the  load r a t e  was about 4.9 records per second, not much differep: than the  

5K data base. However, the graph o f  the 5K data base load shows a somewhat 

smoother curve. 

loca t ion  o f  records w i th in  the data bd:e, the number o f  pages i n  the data 

base must be chosen care fu l l y .  The hashing algor i thm uses t h i s  number i n  

ca lcu la t ing  a page number f o r  a pa r t i cu la r  reLuiu.  I t  i s  recommended tha t  

a prime number o f  pages o r  a number tha t  contains large prime fac to rs  be 

used t o  a i d  i n  the even d i s t r i b u t i o n  o f  records w i th in  the data base. Two 
consecutive prime integers may produce very d i f f e r e n t  load resul ts .  

haps i f  the next higher or  lower prime in teger  had been chosen fw t n t  1UK 

load, the curve ,night have been smoother. 

Because o f  the hashing a:gorithm used t o  determine the 

Per- 
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SEED LOAD RESULTS 

. 
Data Base Data Base Aver age Total Total Total Total 

S i  ze Description Inser t ior  Connect CPU Direct  Page 
Rate Ti me Ti me I/O ' s Faults 

(Hd rs/Sec ) ( s e d  Get) 

50K Prototype 4.55 11,000.60 4,961.82 156,354. 150,653. 

1OK Prototype 5.43 1,839.96 964.68 28,771. 30,287. 

5K Prototype 5.93 843.84 450.74 12,561. 15,873. 

10K No TIME Record 6.88 1,452.47 733,70 20,927. 26,427. 

5K No TIME Record 7.61 657 . 35 359.49 9,732. 13,276. 

1OK PKEY Zecord Only 8.18 1,222.48 442.32 15,352. 17,940. 

5K PKEY Record Only 12.32 405 . 80 208.86 7,079. 9,687. 

5K SDF Record Added 5.53 904 . 37 514.37 14,035. 16,033. 

5K MIOSID Combined 5.80 862 -69 403.61 17,079. 17,163. 
b 

TABLE 4.1-1 
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4.1.2.2 Load Performance - Reduced Number o f  "Owner" Records 

As was previously mentioned, one o f  the goals o f  the PMS pro jec t  team 
was t o  lodd 7 headers per second. 

base designs were attempted which included fewer "Owner" records. The 
"Owner" records were included o r i g i n a l l y  so tha t  more than j u s t  the "PKEY" 

f i e l d  could be "CALC"ed on. 

I n  an e f f o r t  t o  meet t h i s  goal, data 

The f i r s t  var ia t ion  was the removal o f  the R2 - TIME record on the 10K 
and 5K data bases. Although i n i t i a l l y  the load r a t e  o f  8.34 headers per 

second on the 10K data base was wel l  above the goal, the r a t e  dropped off 

t o  about 5.3 headers per second, 3s shown i n  the graph below. 

Nlnber of 
Header 

Records 
Loarlr d 

Per 
Serond 
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The graph ind ica tes  t h a t  there  were 2 po in ts  i n  the load, a t  approxi- 
mately 4,000 records and 8,000 records, where the hashing a1gor i t r . i  had 

t roub le  f inding f ree  space because o f  page overflows. 

I n  the 5K data base load, the  resu l t s  improved, from 9.3 -> 6.3 head- 

ers per second, and whi le the load ra te  s t i l l  d i d  not meet the goal, the  

data base wzs loaded more evenly. A t  the end o f  the load, the data base 
was about 70% f u l l ,  w i th  the ma jo r i t y  o f  pages 55-70% f u l l .  

shown bel ow. 
That graph i s  

The next va r ia t i on  on the prototype data base was t o  remove a l l  
records except fo r  the R6 PKEY record. The resu l t s  o f  the 10K data base 

load are shown below. 
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The load s ta r ted  a t  about 14.25 headers per second and decl ined almost 
l i n e a r l y  u n t i l  about 5,750 records had been loaded. 

was a d ras t i c  drop from about 8.5 t o  about 5.5 and then on t o  a low of 
about 4 headers per second. Normally, an explanation f o r  t h i s  would be 

t h a t  there were many page overflows due t o  poor hashing o f  the data. 

However, a glance a t  the data base s t a t i s t i c s  revealed t h a t  t h i s  was not 
the case and indeed, only 1% o f  the pages i n  the  data base were 95-100%. 

Looking a t  the load s t a t i s t i c s ,  there  were a few times i n  the load where 

sudden jumps i n  time appeared. Currently, t h i s  can only be explained as an 

anomaly caused by VAX system software o r  an undetected process t h a t  
i n te r fe red  w i th  the standalone mode o f  data base loading. 

case loading a 5K data base, t h i s  d ras t i c  drop i n  load r a t e  d i d  not appear 

(shown below). The load s ta r ted  a t  ahout 15.25 headers per second and 

C\t t h i s  po in t  there 

I n  a s i m i l a r  
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ended a t  about 9.5 headers per second, wel l  above the goal of 7 headers per 
second. The smooth curve i s  an i n d i c a t i o n  o f  a wel l  d i s t r i b u t e d  data 

base. 
o f  pages i n  the data base were 40-60% f u l l .  

A t  the end o f  the load, the data base was 57% f u l l  and the major i t y  

4.1.2.3 Load Performance - Increased Number o f  "Owner" Records 

Another data base design was implemented t o  t e s t  the e f fec t  o f  adding 

inore "Owner" record types tci the prototype design. The resu l ts  i n  the  
graph below show the e f f e c t  o f  adding one record ty?e, R8 SDFI, t o  the data 

base design. 
- 

4-24 



Where the prototype 5K data base loaded from 7.1 -> 5.1 headers per 

second, the add i t ion  o f  a new record type reduced these numbers t o  6.5 and 

4 75, respect ively.  

pioper set  l inkages must be made. 
Not on ly  must the new record type be stored, but the  

4.1.2.4 Load Performance - Reduced Number o f  Record Types 

I n  the prototype dnsign (Appendix I) the R 1  MID and R4 SID records - - 
were stored separately; the  R4 SID being stored V i a "  the set  connecting 

R 1  MID wi th  R4 SID. 
- 

- - 

?n the  f i n a l  data base design v a r . j t i o n ,  these two rccords were com- 

bined i n t o  one. The ef fect  c f  t h i s  was t o  reduce the numbor o f  rrlcords t o  

be stored and t o  reduce the rlunnber o f  set l inkages t o  be made. 

on the graph below show a s l i g h t  improvement i n  the i n i t i a l  load r a t e  from 
7.1 t o  7.2 headers per second, but i n  general the rates were about the  

The r e s u l t s  

same. 
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4.1.2.5 Query Performance 

While a primary goal o f  the  PES app l ica t ion  i s  the load r a t e  o f  7 
headers per second, query ra tes  are also o f  importance. 

made t o  determine the e f f e c t  o f  data base design on querying. A de ta i led  

explanat icn o f  each o f  the queries performed can be found i n  Appendix 111. 

The r e s u l t s  o f  performing the queries on d i f f e r e n t  data base ,+.s igns are 
discussed here. Query times inc lude any HLI code necessary t c  perform t h e  

query, f o r  example forming the  unique key. 5ome o f  these r e s u l t s  a r c  .le- 

vant t o  tne  discussions i n  Section 2.3. These i n i t i a l  queries were 

perFormed using SEED Version B.il.9. 

Many t e s t s  were 

The f i r s t  query involved dccessing 5% o f  the  R6 - PKEY records i n  the 

data base by "CALC"ing d i r e c t l y  on the unique kcy, PKEY, associated w i t h  

the record. This unique key was formed, whi le  loading, using a combina- 

t i 0 9  o f  6 o f  t h e  f i e l d s  i n  t h e  i n p u t  record. I n  querying, a record was 

read from the same input  f i l e  lised f o r  loading, the same unique key was 
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formed, and the correct  R6 - PKEY record was accessed. 
repeated u n t i l  5% o f  the R6 PKEY records had been accessed. 

quickest, most d i r e c t  method o f  accessing an R6 - PKEY record i n  the data 

base. 

t h i s  method cannot be used. 
Uny other records i n  the data base, the time involved i n  accessing one 

ko - PKEY record should be independent o f  data base design, except for  the 

overhead involved w i t h  pointers. The resu l ts  i n  Table 4.1-2 show t h a t  Cor 

5K data bases the average connect time to  ret1 !eve one record ranged from 
-074 t o  . lo7 seconds, o r  a t o t a l  t ime d i f ference of j u s t  over 8 seconds i n  

accessing 250 records. 

This process was then 
This i s  the  

Howevifr, unless the user has a l l  6 pieces o f  information avai lable,  

Because t h i s  query d i d  not depend on access t o  

Average Total Total Total 
Response Connect CPU D i  r e c t  
T i  me Time Time 1 /O 's  
(Set 1 (sec) (sec) 

,084 21.1 12.13 367. 
.074 18.4 20.65 335. 
.lo7 26.r4 11.77 345. 
.O84 21.1 10.69 326. 

'0.3 10.62 335. f-1 1':; 325. - 

326 

I f  the user does not have the necessary informat ion t o  form a unique 

key, another method o f  accessing the header information must he used. The 

user may get t o  the header informat ion by f i r s t  accessing one of the other 
records i n  the data base and then doing a search on i t s  members u n t i l  the 
proper header i s  found. The resu l ts  i n  Table 4.1-3 show t h a t  i n  a l l  o f  the 

data base designs, the fastest  way t o  r e t r i e v e  a header (other than "CALC'I- 

1 

ing 

Data Base 
Desc r i p t  i on 

d i r e c t l y  9n the primary key) i s  t o  get t o  i t  by the Owner record 

SEED QUERY RESULTS - "Calc on PKEYs (5%)"  

1 OK 

5K 

10K 

Data Ba 
Size 

Proto type 

No Time Record 

:se 

5K M I D S I D  Combined 

1 Total 
Page 

I Faul ts  

1,290. 
1,754. 
1,182. 

1,852. 
1,817. 

1,739, 

1,732. 

c- 

TABLE 4.1-2 
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tha t  has  t.ie most occurrences. That i s ,  if the R6 PKEY record has t w o  
"owPer'" recwds, the R 1  M I D  record (w i th  10 occurrences) and the R2 T I M E  

recnrd (w i th  50 occurrences), the fas tes t  way t o  r e t r i e v e  an R6 PKEY record 

1 ' ,  tc ;  f i nd  the currect  82 TIME r t a r d ,  and ther! search i t s  members f o r  t h e  

R6 ?KEY. 

- 
- - 

- 
- 

This i s  because, on the average, w i t h  5,000 R6 PKEY records stor-  - - 
2 ,  ear+ R 1  M I D  record would have 500 members t o  search, but each h2 TIME 

e !d  have only 100 m b e r s  t o  search. 
- - 

Pn . *el ?st ing  cc .; -ison can be made between the query "calc MID,  

t''r:, SID, f i nd  PKEYs" ana "caic MID,  f i nd  PKEYs" ir! Table 4.1-3. There 

wec? 10 occurrences o f  record R 1  MID and 3 Occurrences o f  record R4 S I 0  f o r  

e<.ch R 1  - MID ( o r  30 R4 - S I D  occurrenc-; t o t a l l y ) .  

o?se desiorls t es t i ng  these two queries, the acquire t ime for  a s ing le  head- 

er was 2 t o  3 times longer using the " f i n d  M I D ,  f ind  PKEYs" approacb than 

the " f i n d  MID,  f i n d  SID,  f i n d  PKEYs" approach. This can be explained as 
follows. For each R1 M I D ,  there i s  an average o f  500 R6 PKEY members. But 

f o r  e,,h unique combination o f  R 1  - M I D  and R2 - S I D  there  i s  an average o f  
only 167 P6 - PKEY members. 

- - 
I n  each o f  the three data 

- - 

Keeping i n  mind tha t  by forming a unique combination o f  HID and SID 
before searching f o r  the proper header made access quick.er, t e s t s  were made 
where the M I D - S I D  combinations were formed during loading. 

not have much e f f e c t  on the load rates, query ra tes  improred s l i g h t l y .  

While t h i s  d i d  

Last, supposing tha t  the 5,000 record data base had o ~ l y  one record, 
the H6 - PKEY reccrd, and tha t  the uTer d i d  not have enough information t o  

fcrm the unique key, t es ts  were made t o  access the data base sequent ia l ly  
(FIN3AP) and through the " f i n d  US!KJ" (FINDU) command. The sequential 

search takes the longest tiine, averaging 38 seconds t o  r e t r i e v e  each 

header. 

work area w i th  the values t o  be matched. The DBMS then f i nds  the cor rec t  

header. While t h i s  access method was much faster than a sequential search 

(averaging 19 seconds per header), i t  should be avoided by adding an owner 

record t o  the data base design, i f  possible. 

resu l t s  o f  t h i s  test ing.  

I n  the " f i n d  using" access method, the user supplies the DBMS user 

The fol lowing ta3 le  shows the  



SEED QUERY RESULTS 

Query 
Descr ipt ion 

Find PKEY's 
t h r u  f indu 
( 05%) 

Find PKEY's 
sequent ia l ly  
(.5%) 

Total Total Total 

(Sec) I/O's Faultc 

Aver age 
Response Time CPU Time D i rec t  Page 

(Set 1 

19.9 499 . 360.23 4,335. 13,5li. 

38.0 951 . 764.93 4,334. 13,837. 
4 

4.1.3 SEED Version C.00.02 

Version 

Boll 

c.0 
k 

4.1.3.1 Load Perfc:rnar,e - Prototype Design 

Job Total Total Total Total 
Number Connect Time CPU Time Di rect  I/O's Page Faul ts 

(Set 1 (Set) 

I 

1 790. 439 . 12,643. 15,335. 

2 812. 437. 12,640 . 15,473. 

3 822. 440 . 12,646 . 15,381. 

1 1 849. 454 . 12,649 . 17,592. 
I 

The most s i g n i f i c a n t  change t o  the SEED DBMS i n  the C.0 version was 
the  in t roduct ion o f  po inter  arrays and indices. 

appl icat ion described i n  Appendix I ,  the C.0 t e s t i n g  focused on the e f f e c t  

o f  indices on loading and querying. As a guidel ine t o  comparing the Boll 
and C.0 versions, the i n i t i a l  data base load consisted o f  loading the  

"protatype" design (Set? Appendix I )  
handling opt imizat ion present i n  the C.0 version had a s ign i f i can t  e f fec t  

on load rates. I n  comparing the resu l ts  of the B.ll and C.0 loads i n  the 

tab le  below i t  can be seen t h a t  the CPU a r i  t o t a l  connect t ime increased 

s l i g h t l y  i n  the C.0 version, as d i d  the nmher of page faul ts.  

I n  the PMS-like 

determine whether the code and e r r o r  
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4.1,3,2 Load Performance - Use o f  Pointer  Arrays ( Indices) 

The remainder o f  t e s t i n g  w i th  the  COO version consisted o f  a data base 

with only the R6 - PKEY record (because t h i s  was shown t o  load the fastest  i n  

the  Version Boll t e s t i n g  o f  va r ia t i on  i n  data base schema d e f i n i t i o n )  and 

various ind ices on items i n  the R6 - PKEY record. The loading resu l t s  of 

these tes ts  are shown i n  Table 4.1-4. Where loading a 5K "PKEY Record 

Only" data base ( i n  version 6-11) used 405.80 connect seconds, 208.86 CPU 

seconds, 7,079 d i r e c t  I/O's and 9,687 page fau l ts ,  the load times f o r  a l l  
o f  the "indexed" runs were much greater. 

date base i s  o f  greatest importance, the  use of indfces i n  t h a t  app l i ca t ion  
may be unreasonable. However, because o f  the po ten t ia l  improvement o f  data 

base querying with the use o f  indices, the loading resu l t s  w i l l  be 

discussed here. 
where the indexed i tem had a low r a t e  o f  dupl icat ion (or no dup l ica t ion)  
was more desirable t o  one where the dup l ica t ion  r a t e  was high. 

example, the ZK SI0 indexed run may be compared t o  the 5K PKEY indexed 

run. I n  the former, there are only 3 d i f f e r e n t  values for SID. 

l a t t e r ,  since the PKEY f i e l d  i s  unique, there are 5,000 d i f f e ren t  values. 
The "SID indexed" run took 1.7 times as much CPU t ime as the "PKEY indexed" 

run and only loaded 40% as much data. 

indices, i s  the actual index spec i f i ca t ion  t o  SEED i n  the schema. A 

comparison o f  the two "Time Indexed" runs ind icates th is ,  

where there are 1,100 branches per node, 6 pages o f  10,752 words per page, 

and assuming each node i s  h a l f  f u l l  (which i s  a SEE0 worst case), 10 nodes 

are needed t o  s tore 5,000 records. This can be accomplished w i th  a two 
leve l  B-tree. I n  the second, where there are 24 branches per node, 127 
pages o f  512 words per page, and assuming each node i s  h a l f  f u l l ,  417 nodes 

are needed t o  s tore 5,000 records, This can only be accomplished by going 

i n t o  the t h i r d  leve l  o f  the B-tree. The di f ferences i n  the load s t a t i s t i c s  

r e f l e c t  these di f ferences i n  index de f i n i t i on ,  

Because the load r a t e  o f  the PMS 

I n  a l l  cases, the t e s t i n g  showed tha t  loading an index 

As an 

In  the  

O f  importance a lso i n  the use o f  

I n  the f i r s t ,  
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SEED LOAD RESULTS 

Total 
Connect 

T i  me 
' (sec) 

Data Base 
S i  ze 

I 

Total 
D i rec t  
I /O's 

Data Base 
Descr ipt ion 

Total 
Page 
Faul ts  

Aver age 
Inse r t  i on  

Rate 
(Hdrs/Sec) 

3,149. 

9,036. 

73. 

3,917. 

2K Record R6 PKEY only; 
S I D  IndexFd ( 1  page, 
pg = 10,752 wds, 
500 BPN*, setbuf 
(20,20,18) 

5K 

2.91 

Record R6 PKEY only; 
PKEY Indeyed (5 
pages, pg = 10,752 
wds, 1,000 BPN*, 
setbuf (20,20,18) 

8.83 

687. 

8,943. 

5,922. 

8,942. 

8,931. 

566. 

1,101. 

37,551. 

222. 

285. 

5K 
~ ~~ ~ ~ ~- ~ 

Record R6 PKEY only; 
Time Indexed (6 
pages, pg = 10,752 
wds, 1,100 BPN*, 
setbuf (20,20,18) 

5K 

6.92 

1 
Record R6 PKEY only; 
Time IndeFed (127 
pages, pg = 512 wds, 
24 BPN*. setbuf 
( 100,100,90) 

5.05 

Record R6 PKEY only; 
M I D S I D  Inxexed (4 
pages, pg = 10,752 
wds, 1,100 RPN*, 
setbuf (20,20,18) 

Record R6 PKEY only; 
PL I IndexFd (4  pages, 
pg = 13,322 wds, 
1,100 BPN*, setbuf 
(20,20,18) 

5.96 

723. 

990, 

5K 839. 

- 
Total 

CPU 
Time 
(Set) 

539. 

- 
310. 

- 
440. 

- 
703. 

- 
290, 

- 
565, 

I - -- -- ~~- -~ _ _ ~  

* BPN - branches per node 

TABLE 4.1-4 
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4.1.3.3 Query Performance - Use of Pointer Arrays (Indices) 

Queries were made t o  try t o  compare the acqui-ition rates of R6 - PKEY 
records between "owner-member" type access and "index" access . For 
example, when accessing -5% of the R6 - PKEY records hy use of the owner 
R2 - TIME, member R6 - PKEY method described i n  Appendix I ,  the mean CPU time 
was about 1.2 seconds and the mean connect time was about 3 t o  3.3 
seconds. Accessing the same -5% of t h e  R6 - PKEY records using an index on 
TIME took an average of 2.2 CPU seconds and 4 connect seconds. In 
indexing, a B-Tree has to be navigated t o  f i n d  the correct record. 
takes more time t h a n  solving a formula for the data  base key of the correct 
record. I f ,  however, records were t o  be found t h a t  fell within a range of 
times, the 6-Tree method would prove t o  be the faster of the two methods. 
The results i n  this Section are consistent w i t h  the f i n d i n g s  i n  Section 
2.3. 

This 

Last, i n  comparing the access times of R6 PKEY records w i t h  indexed 
values having l i t t l e  or no duplication, i t  can be seen t h a t  duplication 
presents a problem i n  querying as well as  i n  loading of indices. 
4.1-5, where the index was on PKEY or PLI (i.e. no duplicates) the mean CPU 
time was about -035 seconds and the mean connect time was about .07 sec- 
onds. 
up t o  100 duplicates of each TIME), the mean CPU time was about 2.2 seconds 
and the mean connect time was about 4 seconds. In the case of the index on 
MIDSID, where there were only 30 unique values, the mean CPU time was 3.7 
seconds and the mean connect time was 6.4 seconds. 

In Table 

In the two entries where the index was on TIME (where there may be 
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lata 
lase 
j i ze  

Data Base 
Descr ipt ion 

5K 

5K 

Record R6 PKEY 
only; PKEY Indexed 
(5 pages, pg = 
10,752 wds, 1,000 
BPN*, setbuf 
(20,20,18) 

Record R6 PKEY 
on1 y ; PL I-Indexed 

10,752 wds, 1,100 
BPN*, setbuf 
(20,20,18) 

(4  pages, P9 = 

5K 

5K 

5K 

Record R6 PKEY 
only; T i 6  Indexed 
(127 pages, pg = 
512 wds, 24 BPN* 
setbuf (100,100, 

Record R6 PKEY 
only; T imF Indexed 

10,752 wds, 1,100 
BPN*, setbuf 
(20,20,18) 

Record R6 PKEY 
only; MID~ID 
Indexed (4 pages, 
pg = 10,752 wds, 
1,100 BPN*, setbuf 
(20,20,18) 

(6 pages, P9 = 

SEED QUERY RESULTS 

- 
Total 
CPU 
T i  me 
( s e d  - 
8-75 

8.39 

- 
54.28 

- 
i82.69 

- 
321.01 

- 

Aver age 
qesponse 

T i  me 
( Sec ) 

Total 
lonnect 
T i  me 
(Sec) 

Total 
Page 
Faul t s 

Total 
D i  rec t  
I / O ' S  

349. 

338. 

1,950. 

18,138. 

27,755. 

Query 
Descript ior 

f i n d i  PKEY 
on 5% o f  
PKE Y s 

,067 16.64 1,880. 

f i n d i  PLI 
on 5% o f  
PKE Y s 

-070 17.61 1,300. 

3-97 3,237 . f i n d i  TIME 
on -5% o f  
PKEYs 

f i n d i  TIME 
on 5% o f  
PKE Y s 

99 . 29 

1,021.13 4.08 80,460. 

f i n d i  
MIDSID on 
5% o f  PKEY: 

6.39 1,597 . 36 115,905. 

BPN - brancnes per node 

TABLE 4.1-5 
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4.2 DBMS Performance on Enlargea - D a t a  Base 

PRIMARY - KEY 

I n  an e f f o r t  t o  determine the performance c a p z b i l i t i e s  o f  DBMSs i n  a 
larger  deta base environment, a t e s t  scenario was developed for the ORACLE 

3.0 DBMS and the INGRES 1.3 DBMS. A l l  t e s t i n g  was performed i n  stzndalone 

mode . 

M I D  - SI0 TIME U I C  SDF MESSAGE HEADER 

ORACLE Version 3.0 Results 

I n  an e f f o r t  t o  assess the performance c a p a b i l i t i e s  o f  ORACLE 3.0 on a 
la rge  data base, a PMS-like appl icat ion was implemented and a t o t a l  o f  

101,000 records were loaded i n t o  the data base. The p r i n c i p l e  purpose o f  

t h i s  t e s t  was t o  determine whether problems which were apparent i n  an 

e a r l i e r  versfon o f  ORACLE and documented i n  a report  t i t l e d  "Data Base 

Management System Analysis and Performance Testing w i th  Respect t o  NASA 

Requirements"* had been corrected. 

An explanation o f  the t e s t  scenario w i l l  be given here w i th  t e s t  

r e s u l t s  t o  fol low. 

records o f  the form: 

The data base was f i r s t  loaded w i th  50,000 PMS header 

HEADER Table 

It should be noted tha t  no indices were created p r i o r  t o  the load. 

A f te r  the data base was loaded, indices were created on the PRIMARY-KEY, 
MID - SID, and TIME f ie lds .  Next, four queries were performed on the data 

base. Each one i s  stated below. The nmber o f  times each query was 

executed i s  given i n  parentheses a f t e r  the query. 

* E. A. Martin, R. V. Sylto, T. L. Sough, H. A. Huston and J. 3. Morone, 
NASA Technical Memorandum 83942, August 1981 . 
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Query 1: SELECT * FROM HEADER WHERE PRIMARY - KEY = (250) 

I 

Records Loaded Average Total Total Total Total 
Inser t ion  Connect CPU D i rec t  Page 

Rat  e T i  me T I  me I/O's Faul ts  
(Hdrs/Sec) (Sec) (W 

0-50K 19.0 2,625. 2,295. 179 . 25,448. 
50- 1 OOK 19.3 2,586 . 2,278. 195. 27,202 . 
100-101K 19.2 52 . 46 . 5. 1,169. 

Query 2: SELECT * FROM HEADER WHERE MID - S I D  = PO! 

Query 3: SELECT FROM HEADER WERE 

TIME BETWEEN '780101000" AND "800101000" (5 1 

Query 4: SELECT * FROM HEADER WHERE 

TIME = "781231106" AND MID - SID > -12795 (5 1 

A f t e r  the queries were completed, a j o b  was submitted t o  drop a l l  

indices. Then, another 50,000 records were added t o  the data base. 

Following th i s ,  ind ices were created once again f o r  PRIMARY - KEY, MID - SID, 

and TIME. Next, the four queries were repeated. Each query was executed 
the same number o f  times as previously. However, because there were twice 

as many records i n  the data base, each cons t i tu ted  h a l f  as l a rge  a percent 

o f  the t o t a l  number o f  records i n  the data base as before. The ind ices 

were then dropped and query 1 was repeated. The query was executed only  
once, t o  locate a record when no ind ices were present. Last 1,000 more 

records were added t o  the data base and an index was created on the 
PRIMARY - KEY f i e l d .  

The resu l t s  o f  the three loads are shown i n  the tab le  below. 
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The 1-1/2% di f ference i n  load rates was neg l i g ib le  and should be 
dismissed as small var ia t ions  i n  the operat ing system. There were no 
problems evident i n  loading a la rge  data base and no degradztion surfaced 

as the data base grew. 

No. o f  Records 
i n  Data Base 

50,000 

100,000 

Whereas i n  ORACLE Version 2.3, any indices t o  be created were done a t  

t a b l e  creat ion time (even though Version 2.3.2 allowed dynamic index 
creat ion and delet ion),  i n  Version 3.0 indices were created and dropped 

dynamically. Because the load rates depend heavi ly  on the number o f  
indices, i n  t h i s  test ing,  the indices were created a f t e r  the data base was 

loaded each time. 

Total Connect Total CPU Total D i rec t  Total Page 
Time (Sec) Time (Sec) I / O ' S  Faul ts 

1,622. 1,154. 21,554. 98,919. 

3,324. 2,382. 43,001. 195,294. 

The fo l lowing tab le  shows the resu l t s  of c rea t ing  ind ices on the 
PRIMARY KEY, M I D  - $ID, and TIME f i e l d s  a f t e r  50,000 records were loaded and 

again a f t e r  100,000 records rsere loaded. 

p r i o r  t o  the load o f  the second 50,000 records, a l l  indices were dropped, 

and the resu l t s  below r e f l e c t  t ha t  fact .  The s t a t i s t i c s  which are 
presented were obtained from the VAX account f i l e .  

It should be remembered tha t  

ORACLE CREATE INDEX RESULTS 

The number o f  records i n  the data base does not seem t o  impact the 

peformance o f  the "create index" funct ion i n  ORACLE. 

The resu l ts  o f  a l l  querying on the d a t a  base follows. I n  each case, 

the query, number o f  records i n  the data base, and an i nd i ca t i on  o f  whether 
indices existed on PRIMARY - KEY, M I D  - S I D  and TIME i s  given along w i th  a 
summary o f  the resul ts .  
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It should be noted tha t  the average response time l i s t e d  i n  the tab le  
i s  the average time t o  re t r i eve  a l l  rows i n  any one execution. 

example, i n  the l a s t  row o f  the table,  the average response t ime o f  3.2 

seconds was the average time i t  took t o  r e t r i e v e  68 rows frm the header 

table.  

For 

No. o f  Records 
i n  Data Base 

50,000 

100,000 

I n  most o f  the cases above, the query process d i d  not seem t o  be 

hindered by the number o f  rows i n  the data base. However, when a 
sequential search i s  done on the tab le  because no ind ices ex is t ,  as i n  row 

3 above, the number o f  rows t o  search would be instrumental i n  determining 

response time . 

Total Connect Total CPU Total D i rec t  Total Page 
Time (Sec) Time (Sec) I/O'S Faul ts  

1s 0 10. a7 . 3,555. 

18. 10. 93 . 3,427. 

F ina l l y ,  the time it took t o  drop the PRIMARY - KEY, M I D  - SID, and TIME 

indices i s  given i n  the tab le  below a t  the 50,O.J and 100,000 record 

leve l .  As i n  the create index table,  the s t a t i s t i c s  presented here were 

obtained f ran  the VAX accouriting log.  

ORACLE DROP INDEX RESULTS 

The size o f  the data base does not seem t o  have any impact on the time 
necessary t o  drop an index. 
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BUSINES5 AND TECI~NOL~KIGI L s YSTEMS, h C  

M I D  - SI0 SSC 

INGRES Version 1.3 Results 

SDF T IME U I C  MESSAGE HEADER 

I n  an e f f o r t  t o  determine the performance c a p a b i l i t i e s  o f  INGRES i n  a 
la rge  data base environment, a t e s t  scenario s i m i l a r  t o  tha t  performed 

using ORACLE Version 3.0 was developed using INGRES Version 1.3. 
the course o f  the scenario, a t o t a l  o f  101,000 PMS-like records were loaded 

i n t o  a data base table.  The tab le  was s t ructured as: 

During 

HEADER Table 

The t e s t  scenario WdS as fsl!cws, The HEASEfi tab le  was i n i t i a l l y  
created w i th  no indices, as a heap structure,  and 50,000 records were 

loaded i n t o  i t  using the "COPY" command. When the load was complete, the 

tab le  s t ruc tu re  was modified t o  ISAM on the primary key (a  m u l t i f i e l d  key 

on M I D  - SID, SSC, SDF, and TIME). Secondary ISAi.1 indices were created on 

M I D  - SI0 and TIME. Next, 4 queries were executed against the data base. 

The four queries dre stated below. Af ter  each, i n  parentheses, i s  the 

number of times the query was executed. 

Query 1: RETRIEVE (HEADER-AIL) WHERE MID - SI0 = (253) 
- AND SSC - 

AND SDF - 
AND TIME = 

- 

-- 

Query 2: RETRIEVE (HEADER.ALL) WHERF M I D  - S I D  = (20 1 

Query 3: RETRIEVE (HEADER.ALL) WERE 
I 78O1010OO <TIME< ' 8OO101000 

Query 4: RETRIEVE (HEADER.ALL) WHEPE 

TIME='781231106' AND MID SID>-12795 - 
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When the queries were completed, the  two secondary indices were 

deleted. The tab le  wds modif ied t o  HASH and t w o  secondary HASH keys were 
created on MIT) - S I D  and TIME. 

again, This time, though, query 3 was executed 2 times instead o f  5. The 
main reason for  t h i s  was a concern for the amount o f  t ime the job might 

take. Next, the two secondary indices were deleted, and the tab le  was 

modif ied from HASH t o  HEAP t o  prepare f o r  another load. The load was then 

performed, adding another 50,000 records t o  the data base. The e n t i r e  
scenario as described above, was then repeated f o r  the 100,000 record data 

base. 
queries 1, 2, 3, and 4, respectively, when a l l  indices were declared I S A M  

and were repeated 250, 20, 1, and 1 timer, f o r  queries 1, 2, 3, and 4 when 
the indices were declared as HASH. Af te r  a l l  querles had been performed on 

the 100,000 record dat? base, the secondary indices were deleted and the 

tab le  was once again modif ied t o  HEAP. Query 1 was then executed one t ime 
on the non-indexed table. Using the "REPEAT APPEND" command, 10 groups o f  

72 records were added t o  the data base and then immediately deleted. The 

purpose o f  t h i s  t e s t  was t o  assess the perform m e  o f  the "REPEAT APPENC" 

command. 

loaded i n t o  a temporary tab le  w i th  no indices using the "COPY" command. 
This teinporary tab le  was then appended t o  the HEADER table, which 'ad a 
structure o f  HASH and secondary indices on M I D  - SI0 (HASH) and TIME (ISAM). 
The secondary ipdices were deleted, and a t e s t  was then perforned t o  modify 

the table, f i r s t  from HA, t o  HEAP, then HEAP t o  ISAM, then ISAM t o  HASH, 

then HASh t o  HEAP and f i n a l l y  HEAP t o  HASH. 

The same four queries were executed once 

This time, the queries were repeated 250, 20, 5 and 5 times f o r  

I n  order t o  t e s t  t;ie t h i r d  method o f  loading, 1,000 records were 

The resu l t s  o f  the loads are shown below, as reported i n  the V A X  

account 109.. A l l  r esu l t s  include the j o b  and the detached process which 

INGRES c r e a t s .  I n  a l l  s t a t i s t i c s  reported, the conwc t  time, d i r e c t  I/@ 

and page f a u l t s  reported i s  the la rger  o f  each o f  those for the j ob  and 

detached process while the CPU t ime reported i s  the sum of the CPU times 

f o r  the job and the detached process. 
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INGRES LOAD RESULTS 

Load 
Method 

COPY i n t o  
HEADER tab le  
without keys 

REPEAT APPEND 
i n t o  HEADER 
t a b l e  without 
keys 

TEMPORARY 
TABLE* 

Records Average Total Total 
Loaded Inser t ion  Connect CPU 

Rate Time Time 
(Hdrs/Sec) (Sec) (Sec) 

0-50K 27.0 1,849. 1,350. 
50-IOCK 26.3 1,904. 1,344. 

72 Records 
10 Times 3.8 188. 76. 

100- 101 K -55 1,306. 789. 
+ 

A I  32,286. 1,212. 

* Load t o  temporary tab le without keys, then append temporary tab le  t o  

HEADER tab1 e w i th  keys . 
The va r ia t i on  i n  resu l ts  among methods i s  very s ign i f i can t .  While the 

'REPEAT APPEND" and "TEMPORARY TABLE" methods may be su i tab le  f o r  small 

loads, i t  i s  obvious that use o f  the "COPY" command i s  by f a r  the most 

su i tab le f o r  la rge  amount. of data. There was a small d i f fe rence between 

the 0-50 and 50-100 resul ts,  but the 3 1  di f ference should not be regarded 

as evidence tha t  the load procedure was beginning t o  degrade. 

Because i t  i s  much more e f f i c i e n t  t o  create indices on data base 
tab les a f t e r  the data i s  loaded, t h i s  i s  the procedure t h a t  was used i n  the 

test ing.  Mostly as a guide t o  what kinds o f  performance might be expected 
i n  creat ing indices, the resu l ts  f o r  both ISAM and HASt! are included here, 

as reported i n  the VAX account log. It should be -emembered tha t  p r i o r  t o  
loading the second 50,000 records, a l l  indices were deleted, so the resu l t s  

l i s t e d  f o r  100,000 records are f o r  a l l  o f  the 100,000, not j u s t  the l a s t  

50,000 records. The resu l ts  include creat ing indices on the concatenated 

primary key f i e l d  (modifying the table),  the M I D  - S I D  f i e l d ,  and the TIME 

f i e ld .  
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INGRES CREATE INDEX RESULTS 

Index 
Type 

ISAH 

HASH 

No. ~f Records Total Total Total 
i n  Data Base Connect CPU D i  r e c t  

T i  me T i  me I/O'S 
( S X )  (Sec 1 

50,000 3,383. 1,712. 61,145. 
100,000 7,224 . 3,669. 129,068. 

50,000 5,269. 2,738. 108,434. 
loo, 000 10,812. 5,874. 224,208 . 

Tctal  
Page 
Faul ts 

2,567 . 
2,477. 

3,431. 
3,683. 

The time INGRES takes t o  create indices d i d  not seem t o  depend on the 

nunbet. o f  records i n  the data base. While, i n  using each method, the r a t e  

was slower i n  the la rge r  data base, the change i n  r a t e  was small and should 

not be considered very s ign i f i can t .  On the contrary, t he  d i f fe rence ir, 
rates between the HASH and ISAM was very s ign i f i can t .  This should j u s t  be 

noted, however, because the type o f  query t o  be performed on the data base 

should be the main detennining factor  over which type o f  index i s  created. 
The time necessary t o  create the index would usual ly be o f  lesser 

importance. As stated previously, the rates were show here as examples o f  

what the user might expect. 

The resu l t s  o f  a l l  queries are shown on the fol lowing page. The tab le  
should be s e l f  explanatory as the index type, query, and rjther information 
needed t o  d i s t i ngu ish  each query appear i n  the tab le  along wi th  the 

results. A l l  r esu l t s  were obtained from the VAX accounting f i l e .  

The resu l t s  c f  query 1 show that, as expected, the HASH method was 
superior i n  r e t r i e v i n g  a s ing le record on an exact match. The r e s u l t  o f  
the query executed when the s t ruc tu re  o f  the data base was HEAP i s  included 

t o  show tha t  on a data base wi th  a large number o f  records, some s t ruc tu re  
i s  necessary i n  order tha t  r e t r i e v a l  t ime i s  i n  an acceptable range. A 

r e t r i e v a l  t i m e  o f  almost 5 minutes f o r  one record would not be acceptable 
t o  most users. 
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I n  the second query, even though the match was an exact one, many 

records sa t i s f i ed  the  match. I n  t h i s  case, the ISAM s t ruc tu re  proved t o  be 
superior t o  HASH, 

records are sorted on the ISAM f i e l d .  A B-tree i s  also created. There- 
fore, a l l  records s a t i s f y i n g  the match can be ret r ieved more quickly. In  
the HASH method, the HASH must be perforned t o  r e t r i e v e  each record. 
bhereas the d i f fe rence i n  CPU t ime between the two methods i s  about 17%, 

the number o f  d i r e c t  1/0 operations i s  s i g n i f i c a n t l y  higher under the HASH 

s t ruc tu re  , 

H e n  the tab le  i s  declared as ISAM i n  INGRES, the 

I n  query 3, t he  ISM st ructure was far superior than the HASH, Any 
t i m e  a range i s  given as the c r i t e r i a  for  re t r i eva l ,  the ISAM s t ruc tu re  
should be used, Men a tab le  I s  stored as HASH and a range query i s  per- 

f o n d ,  the HASH cannot be taken advantage of, A sequential s e x c h  must be 

performed t o  r e t r i e v e  a l l  rous which s a t i s f y  the range. 

I n  the fourth query, where a range and an exact match appeared, the 

ISAM s t ruc ture  proved t o  be s l i g h t l y  be t te r  than the HASH. 

query should have been executed more t i nes  t o  get a be t te r  handle on how 

much be t te r  the ISAM st ructure was. 
secondary indices o f  ISAM on them. While an ISAM index i s  best f o r  ranges, 

it s t i l l  performs well for an exact match, The same i s  not t rue  f o r  HASH, 

as was seen i n  query 3. 
ranges. 

Perhaps the 

Both the WID - SI0 and TIME f i e l d s  had 

HASH per foms well  on exact matches but not on 

i n  a l l  the query resu l t s  discussed above, the s ize o f  the data base 

d i d  not impact the performance s ign i f i can t l y ,  This would not be the case, 

however, i n  a HEAP structure. I n  tha t  case, the s ize o f  the data base 

would be the most inportant factor  i n  query performance, 

The resu l t s  o f  de let ing the secondary indices, M I D  - S I D  and TIME, and 
modifying the tab le t o  HEkP f r an  a HASH on the primary key are given i n  t h e  

tab le below a t  the 50,000 reLord leve l  and a t  the 100,000 record leve l .  

These resu l t s  were obtained from the VAX accounting log. 
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INGRES DELETE INDEX KESULTS 

Y e n  a camnand i s  issued t o  "DELETE" a secondary index, the rows are 

deleted from the index, which i s  i t s e l f  a table. The index ( tab le)  i s  not 

actr ia l ly  dropped u n t i l  a "MODIFY" i s  executed on the primary table. 

The performance o f  the "MODIFY" was not degraded by a l a rge r  nunber of 

recc:?ds i n  the data base. When there Were twice as many records present, 

the 'FIODIFY" took twice as long. 

The f i n a l  t e s t  which was performed on the large data base was t o  

modify the s t ruc tu re  o f  the data base tab le  t o  attempt t o  determine the 

kind o f  performance a user might expect i n  doing so i n  a rea l  s i tua t ion .  
I n  the tf!st, there were 100,OO records i n  the table. 

was d e f i n m  as HASP o., the four f i e l d s  which make up the primary key (MID - 
SID, SSC, W F ,  m d  IIME). It was "MOD1FY"ed f i r s t  t o  HEAP, then fran HEAP 

t o  ISM, then - S d  t o  HASH, HASH t o  HEAP, and f i n a l l y  HEAP t o  HASH. A l l  
result; a r e  shown below as reported i n  the VAX account log. 

I n i t i a l l y ,  the t a b l e  
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Mi fy Total Total Total Total 
Connect Time CW Time Ci rect  I/O’s Page Faults 

( Sec 1 ( s e d  
r 

HASH t o  H A P  1,690. 364 . 52,257 . 540 . 
M A P  t o  ISM 3,350. 1,517. 88,323. 837 . 
ISAM t o  HASH 4,327. 1,611. 130,184. 813, 

HASH t o  M A P  1,626. 350 . 52,295. 505 , 
HEAP t o  HASH 4,072 . 1,480. 128,792. 772 . 

4 

In a UODIFY t o  HEAP, the struc+un! i s  removed frm the table, but  no 

reordering i s  performed on the mOidS,  SO modifying t o  M A P  appears as t h i  

quickest i n  the above table. In modifying fran HEAP t o  I S M ,  the r o m  must 

be scrted. This i s  accomplished by the use o f  temporary tables. 
modifying fran HEAP t o  HASH, the l oca t i on  o f  each record i s  determined by 

the use o f  an INGRES hashing algor i thn,  which appears t o  take longer than 

sor t ing f o r  the ISAM structure. I n  modifying fran ISAH t o  HASH, thlr same 

a lgo r i t hn  must be perforrned f o r  deternining the placement o f  each record. 

I n  

While the times vary g rea t l y  between the  three structures, the main 

concern would not usua l ly  be the perfomance of the “PWDIFY”, but instead 

the performance o f  querying or  updating the table. The resu l t s  were given 

only as an a id  t o  the user. 

4.3 Basic Load and Query 

Using the PCDB app l ica t ion  as described i n  Appendix IX o f  t h i s  report,  

a basic data base load and query m e  performed. The t e s t  was conducted 

using ORACLE L.3, ORACLE 3.0, SEEK C.0, XNGRES 1.3 and INGRES 1.4. 

Input records i n  the PCDB appl icat ion were div ided i n t o  4 types - tape 

level ,  f i l e  level ,  i t e m  level ,  and cat level .  There were 55 tape level  
records, 13,501 f i l e  leve l  records, 20 i t e m  leve l  records, and 55 cat  leve l  

records, f o r  a t o t a l  o f  13,631 input  records. 
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A l l  t e s t s  conducted i n  t h i s  section were run i n  a standalone 

environment . 

Average 
Inse r t i on  Rate 

(Hd r s/ Sec ) 

2.74 

ORACLE Version 2.3.2 Results 

Total Total Total Total Total 
Connect Time CPU Time D i rec t  h f f e r e d  Page 

(Set) ( s e d  I/O'S I / O ' S  Faul ts 

4,976. 3,037.24 13,529. 65,621. 28,666. 
I 

The ORACLE data base design i s  discussed i n  Appendix I 1  of t h i s  

report.  The 13,631 input  records were stored i n  5 tables. 

The resu l t s  o f  loading the data base are given here. A l l  r e s u l t s  

include the detached process as well  as the job, as obtained from the VAX 

accounting f i 1 e . 
ORACLE LOAD RESULTS 

The query which was executed against the data base was: 

SELECT CAT, CATEGORY, FUNCTION, FILE.FILENUM, FLSTART, FLSTOP, 

FLFIRSTORB, FLLASTORB, FLLEN 

FROM FILE, CAT 

WHERE FILE.TAPEID = CAT.TAPEID A I D  
[CAT.FILENUM = FILE.FILENUM OR CAT.FILENUM = NULL] AND 

FILE.NUMITEMS = 0 AND 

CAT = <'OZONE'> AND 
[FLSTART <=I 710401000000' AND FLSTOP) = ' 700801000000' ] AND 

FILE.TAPEID =<'DPFL0001', 'DPFL0002', ......, 'DPFL0016'>; 

A t o t a l  o f  2,796 rows were re t r ieved from the data base. The resu l t s  

appear i n  the fo l lowing table, as obtained from the VAX accounting f i l e .  
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ORACLE QUERY RESULTS 

Average Total Total Total Total Total 
Response Time Connect Time CPU Time D i rec t  Buffered Page 

(W (Set) (Set) 110 s I/O'S Faults 

-177 494 . 392.57 4,260. 5,737. 1,829. 
L 

Aver age Total Total Total Total 
Inser t ion  Rate Connect Time CPU Time Di rect  Buffered 

(Hd r s/Sec ) (Set) (Set 1 I/O'S I / O ' S  

4.68 2,914. 2,442. 12,225. 137. 

ORACLE Version 3.0 Results 

Total 
Page 
Faul ts 

57,412 . 

The PCDB appl icat ion i s  described f u l l y  i n  Appendix I 1  of t h i s  

report. A b r i e f  descr ip t ion o f  the data base design w i l l  be given here. 

Five tab les were designed t o  hold the  PCDB data - the TAPE table, FLE 

tab le  ( the term FLE was used because FILE i s  an ORACLE reserved word), ITEM 
table, CAT table, and ITEM - DESCR table. Because i n  the PCDB appl icat ion,  

the query response r a t e  was o f  more importance than the load rate, t e s t i n g  
was concentrated i n  t h a t  area. However, fo r  the purpose of comparing 
ORACLE'S data base load ra te  w i th  tha t  o f  other DBMSs, the resu l ts  w i l l  be 

given here. There were 13,621 input  data recotds - 55 tape level ,  13,501 

f i l e  level ,  55 cat  leve l ,  and 20 i tem leve l  records. Af ter  the data base 
was loaded, there were 55 TAPE records, 13,501 FLE records, 20 ITEM 

records, 55 CAT records and 20 ITEM - DESCR records. 

A sumnary o f  the loading resu l ts  appears below, as reported i n  the VAX 
ar:-..dnting log. 

ORACLE LOAD RESULTS 
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Because, a t  the t ime o f  w r i t i n g  o f  t h i s  document, the ORACLE 3.0 query 

opt imizat ion was not complete, those resu l t s  do not appear here. 

Average 
Inse r t i on  Rate 

(Hd r s/Sec ) 

SEED Version C -00 -03 Results 

Total Total Total Total Total 

Connect Time CPU Time D i rec t  Buffered Page 

0 4  (Set 1 I/O'S I / O ' S  Faul ts 

SEED Version C.0 was a lso tested using the PCDB app l i ca t ion  described 

i n  Appendix 11. Whereas the  load rates were the major concern i n  the 

PMS-like appl icat ion,  query rates were given higher p r i o r i t y  i n  the PCDB 

appl icat ion.  F i r s t ,  a data base was loaded. There were 55 input  tape 
records, 13,501 f i l e  records, 20 i t em records and 55 cat  records. While 

the load rates are not o f  great concern, the load s t a t i s t i c s  w i l l  be given 

here as reported i n  the VAX accounting f i l e .  Their usefulness may be more 

i n  t c e i r  comparison with other data base management system resul ts ,  ra ther  
than i n  the s t a t i s t i c s  themselves. 

9.05 1,507. 1,326. 2,088. 109. 643 . 

SEED LOAD RESULTS 

.I \ 

Next, a query was performed on the data base. The query was complex, 

making i t  necessary t o  navigate a la rge  por t ion  o f  the data base. The code 
which performed the query i s  shown on the fo l lowing page. A comparison of  
the code and the data base schema represented i n  Figure 11.1 shows the 
navigat ion which took place i n  the query. I n  the query, a l l  unique 

combinations o f  CAT, CATEGORY, FUNCTION, FILENUM, FLSTART, FLSTOP, 

FLFIRSTORB, FLLASTORB, and FLLEN were re t r ieved where the CAT was 'OZONE', 

the  TAPEID was 'DPFLOOOl', 'DPFLOOOZ', ... or 'DPFL0016', the f i l e  s t a r t  
t ime was less than or  equal t o  ' 710401000000', the f i l e  stop time was 

greater than or  equal t o  '700801000000', and there were no items present i n  

the f i l e .  
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5 

6 

PARAMETER DSPLY=6 
INCLUDE ' DBA1: [DBMSTEST.SEEDPCDB]PCDBF.WRK ' 
CHARACTER TAPES (16)*15, START*13, STOP*13 
INTEGER*Z NUMCATS 
INTEGER*4 START CONNECT,ST@P CONNECT,CONNECT 
INTEGER*4 STPT-CPU,STOP CPU';CPU 
I NTEGER*4 START-D I R I O  , STUP 0 I R I O  ,D! R I O  
I NTEGER*4 STARl-PGFLTS , STO-P PGFLTS , PGFLTS 
DATA TAPES/'DPFTOOOl' , 'DFFLnO02'  , 'DPFL0003'  , 'DPFL0004'  , 
1 
2 'DPFL0009' ,  'DPFL0010'  , 'DPFLGD11 ' , 'DPFL0012'  , 
3 'DPFL0013'  , 'DPFL0014'  , ' lVFLO015  ' , 'DPFLOO16 ' /  
DATA START/'710401000000'/,ST0P/'700801000000'/ 
CALL TIMERS(START CONNECT,START - CPU ,START - DIRI0,START - PGFLTS) 
CALL INIT(DSPLY) - 
KOUNT=O 
ERRSTA=O 
CAT='OZONE' 
CALL OBTNC(R4 CAT, 'FIRST')  
I F  (ERRSTA.NE .n)CALL ERROR (DSPLY) 
DO 20 I=1,16 

TAPEID=TAPES( I ) 
CALL OBTNC(R5 TAPE, ' F I R S T ' )  
IF(ERRSTA.NE.g)CALL ERROR(DSPLY) 
CALL OBTNPO( ' F I R S T '  ,S4 6 )  
I F (  ERRSTA.EQ.0307)THEN- 

ERRSTA=O 
GO TO 10 

'DPFL0005'  , 'DPFLOOO6' , 'DPFL0007'  , 'DPFLOOO8' , 

ENDIF 
IF(ERRSTA.NE.O)CALL ERROR (DSPLY) 
CALL OBTN(R7 L I N K  TAPE CAT, 'FIRST' )  
I F (  ERRSTA.EQTO326JTHEN- 

E R R S T P.=O 
CALL ORTNPO! 'NEXT' ,S4 - 6 )  
GO TO 5 

ENDIF 
I F (  ERRS1A.NE .O)CALL ERROR (DSPLY) 
CALL ORTNPO( 'NEXT' ,S5 10) 
I F ( E R R STA . E Q 0 3 0 7  ) TH EK 

ER RSTA=O 
GO TO 10 

ENDIF 
IF(ERRSTA.NE.O)CALL E9ROR (DSPLY) 
IF(NUMITEMS.NE.O)G@ TO 6 
IF(FLSTART.GT.START)GO TO 6 
IF(FLSTOP.LT.STOP)GO TO 6 
NUMCATS=CNTMEM(SS 7 )  
I F  (NUMCATS .GT. 1 )TFEN 

CALL OBTN(R15 L I N K  F I L E  CAT, 'FIRST' )  
I F ( E R R  STA . EO .n326 )THEN - 

ERRSTA=O 
GO TO 6 

ENDIF 
ENDIF 
IF(ERRSTA.NE .O)CALL ERROR (DSPLY) 
KOUNT=KOUNT+l 
GO TO 6 

10 CONTINUE 
20 CONTINUE 

CALL TIMERS(ST0P - CONNECT,STOP - CPU,STOP - DIRI0,STOP - PGFLTS) 
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The query was submitted two times, w i th  2,796 responses t o  the query 

each time. 

The s t a t i s t i c s  are from the VAX accounting f i l e .  

The resu l t s  o f  the t w o  queries are given i n  the tab le  below. 

L 

Query Average X Degradation Total Total Total Total Total 
Job Response i n  Average Connect CPU D i rec t  Buffered Page 

T i  me Response T i  me Time I/O's I/O's Faul ts  
(Set) Time (sec) (sec) 

1 . 020 -I_ 56.86 48.29 240 51 238 

2 .022 + 10.0 61.56 50.09 240 51 238 
+ 

SEED QUERY RESULTS 

There i s  a 10% di f ference i n  average response t ime between the two 
runs but only a 3.7% d i f ference i n  CPU time between the two. 

number o f  d i r e c t  I /O's and page f a u l t s  are i den t i ca l  between the two runs, 

an explanation f o r  the va r ia t i on  might be the presence o f  an outside 

process i n  the system,or j u s t  operating system var ia t ion.  

Because the  

INGRES Version 1.3 Results 

I n  the PCDB appl icat ion,  the data base was f i r s t  loaded w i th  13,631 
. -cords i n t o  f i v e  tables. 

11. There were 55 tape records, 13,501 f i l e  records, 20 i t e m  records, and 

55 cat records. While the load s t a t i s t i c s  are o f  lesser importance i n  t h i s  

appl icat ion than i n  the PMS-like appl icat ion,  they w i l l  nonetheless be 
given here f o r  ccmparison w i th  the other DBMSs and w i th  a newer version of 

the same DBMS. A l l  r esu l t s  include the detached process as  wel l  as the 

job, as obtained fran the VAX accounting f i l e .  
copy and repeat append, d1.e discussc?d i n  Section 3.2.1.3.4 o f  t h i s  report .  
The s t a t i s t i c s  are repeated here f o r  purposes o f  comparison. 

The tables are described fu r the r  i n  Appendix 

The two methods o f  loading, 
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INGRES LOAD RESULTS 

4,340. 
~ 514. 

Aver age 
Inser t ion  

Rate 
(Hdrs/Sec! 

Total 
Connect 
T i  me 
(Sec) 

1 

Total I Total 
CPU D i rec t  
T i  me I / O ' S  
(Sec) 

1,716. 30,511. 
324. 3,122. 

Total 
Baffered 
I/O'S 

97,116. 
1,451. 

I I - 

3.3 
31.6 

Total 
Page 
Faul ts  

4,105. 
431 . 

Total Total Total 

(Set) (Set 1 I / O ' S  I / O ' S  

Average Total 
Response Time Connect Time CPU Time n i r e c t  Buffered 

.053 148. 92. 2,189. 4,588. 

The query which was performed agaicst  the  data base was: 

Total 
Page 
f a u l t s  

1,205. 

RANGE OF F IS FILE, C I S  CAT 

RETRIEVE ( C  .CAT, C .CATEGORY , COFUNCTION, F.FILENUM, F.FLSTART, 
F .FLSTOP , F.FLFIRSTORB , F .FLLASTORB, F .FLLEN) 

WHERE F.TAPEID = COTAPEID AND 
(C.FILENUM = F.FILENUM OR C.FILENUM = 0) ANC 

F.NUMITEMS = G AND 

C.CAT = 'OZONE' AND 

(F.FLSTART <='710401000000' AND F.FLSTOP >='700801000000') AND 
F.TAPEID = 'DPFL*' 

The resu l ts  o f  the query are showc below. There were 2,796 rows which 

sa t i s f i ed  the query and were retr ieved. The s t a t i s t i c s  are reported from 

the V A X  account f i l e  and includ? s t a t i s t i c s  f o r  both the host process and 

the detached process. 

I N G R E S  QUERY RESULTS 
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INGRES Version 1.4 .Resul t s - 

Average 
Inse r t i on  Rate 

(Hd rs/Sec ) 

31.9 
. 

The data base design used i n  t h i s  t e s t i n g  was iden t i ca l  t o  tha t  used 

i n  the INGPES 1.3 t e s t i n g  discussed p r i o r  t o  t h i s  and reported i n  Appendix 

11 0 

Total Total Total Total Total 
Connect Time CPU Time D i rec t  Buffered Page 

( S e d  (Set 1 I / O ' S  I/O'S Faul ts  

427. 327. 3, I21 1,451. 570. 

The data base was loaded using only the copy method and those resu l t s  

appear, a5 reported i n  the VAX account log, below. 

. 

Aver age 
Response Time 

(Set) 

-054 

INGRES LOAD RESULTS 

Total 

Faul ts 

2,177 . 

Total Total 
Connect Time 

(Set 1 

151. 94. 

The query which was executed was ident ica l  t o  tha t  given f o r  the 

INGRES 1.3 t e s t i n g  j u s t  p r i o r  t o  th is .  The resu l t s  are given here as 

reported i n  the VAX accounting log. 

INGRES QUERY RESULTS 
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4.4 Predicate Reordering 

A t e s t  was conducted t o  determine whether the order o f  the various 
par ts  o f  the where clause i n  a complex query had an impact on the ra te  o f  

re t r i eva l .  This t e s t  was run using the ORACLE 2.3 DBMS and the INGRES 1.4 
DBMS and the PCDB app l ica t ion  was used a: the testbed. This app l i ca t ion  i s  

described i n  d e t a i l  i n  Appendix 11. 

ORACLE Version 2.3.2 Results 

A PCDB data base was loaded w i th  13,631 input  records i n t o  5 tables. 
The ORKLE data base desigp i s  discussed i n  Appendix 11. A t e s t  was 

conducted t o  determir- the e f f e c t  on query ra tes o f  varying the order o f  
the d i f f e r e n t  par ts  o f  the where clause. 

The number o f  successful responses returned was governed by 

r e s t r i c t i n g  the t ime range i n  the query. Two ranges were employed i n  the 
test ing.  The f i r s t ,  FLSTART<='710401000000' and FLSTOP >= '700801000000' , 
el iminated about h a l f  o f  the possible responses f o r  a t o t a l  o f  2,796 rows, 

and the second, FLSTART <= '710201000C~O' aixl FLSf9P ?= '701001000000' , 
el iminated about three fourths o f  the possible responses, y i e l d i n g  1,412 
rows . 

Tke basic query i s  shorn, here, w i th  the numbers t o  the l e f t  

designating the various phrases o f  ' k s -  where clause. 

SELECT CAT, CATEGORY, FUNCTION, FILE-FILENUM, FLSTART, FLSTOP, 

FLFISSTORB, FLLASTORB, FLLEN 

FROM FILE, CAT 
WHERE F I LE .TAPE ID-CAT . TAPE I D  AND 

[CAT.FILENUM=F ILE .FILENUM OR CAT.FILENUM=NULL] AND 
FILE.NUMITEMS=O AND 
CAT=<'OZONE'> AND 
[FLSTART<='------------ ' AND FLSTOP>='------------ ' 3  AND 

FILE.TAPElD=<'DPFLOOOl', 'D?FL0002', ...... , 'D?FL0016'>; 
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For each time range the query was submitted four times. 1- the  f i r s t  

I n  the second, the 
I n  the t k i r d ,  the tab le  jo ins ,  

job, t i le  query appeared as i s  shown above. 
CAT-<'OZONE'> phrase was moved t o  the end. 

phrases 1 and 2 , were moved t o  the end, and i n  the f i n a l  tes t ,  the 
tape q u a l i f i e r  phrase, 6 , was moved t o  the beginning. 

Where C1 ause 
Ordering 

1,2,3,4,5,6 
1,2,3,5,6,4 
3,4,5,6,1,2 
6,1,2,3,4,5 

Tables g i v ing  the resu l t s  o f  the four var ia t ions  f o r  t ime range 1 and 

2, respect ively,  are given below. The resu l t s  include the s t a t i s t i c s  f o r  

the job i t s e l f  and the detached process, as reported i n  the  VAX account 
f i l e .  

Average X Degradation 
Response over 

T i  me Best Results 
(W 

-177 + 1.7 
-183 + 5.2 
.174 --- 
. 181 + 4.0 

3RACLE QUERY RESULTS - 2,796 Rows Retrieved 

Total 
CPU 

Time 
(Set 1 

392 . 57 
432.38 
381.72 
430.52 

Total 
D i rec t  
l/O'S 

4,260. 
1,766. 
4,260. 
1,772. 

L I 

IWhere Clause Average 1% fiegradation 

T i  me Best Results 
Re3 pon se over 

(W 
I Orderi r: 3 

1,2,3,4,5,6 0720 + 1.9 
1,2,3,5,6,4 .330 + 5.1 
3,49596,192 .314 --- 

~ Total 
Connect 

' Time 
(sec) 

494. 
511. 
487 . 
506 . 

Total Total Total 
Connect CPU D i  r e c t  

Time T i  me 1/o1s 
(W ( S e d  

452 . 354.77 4,261 . 
466. 393.79 1,771. 
444. 344.40 4,261. 

IS, 1,2,3,4,5 .335 + 6.7 

I 1 

402.45 1,771. 
1 

ORACLE QUERY RESULTS - 1,412 Rows Retrieved 

There i s  about e 56% d i f fe revce betweer '$e best and worst connect 

t i m e  i n  each table. bkr le  the algor i thm useo by the ORACLE nqMS fqr 
parsinq the query i s  not known, it i s  importact t o  nri' r ,t ions i n  
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query response t ime do r e s u l t  from reorganizing the where clause. 

deta i led discussion o f  parsing l o g i c  can be found i n  the INGRES Version 1.4 

t e s t i n g  wbich fol'awi. 

A more 

It should be m t e d  here t h a t  i n  each table,  the t o t a l  CPU t ime and 

t o t a l  number o f  d i r e c t  I/O's are much lower f o r  the f i r s t  and t h i r d  en t r ies  

than the second and fourth. I n  the f i r s t  and t h i r d  entr ies,  phrase 4 

(CAT=< ' OZCLNE ' > 1 ap;rlars before phrase 6 (F I LE .TAPE ID=<'DPFL0001' , . . ., 
'DPFL0016')). I n  the other two entr ies,  phrase 6 appears before phrase 4. 

Two statements may be made about th is .  F i r s t ,  t h e  CAT t a b l e  has far fewer 

rcws than the FILE tabiz.  Second, the i s  on a s ing le  value i n  phrase 4 

and i s  on a group o f  16 values i n  phrase 6. It seems p laus ib le  t h a t  ORACLE 
might prefer  t o  select  on phrase 4 be for t  phrase 6. 

"=I' 

INGRES Version 1.4 Results 

.4 t e s t  was run t o  determine whether the order of the various par ts  of 

the where clause i n  a complex query had an impact on the r a t e  of 

r e t r i e v a l .  These tes ts  employed the newer INGRES Version 1.4. 

For t h i s  test ,  a PCDB appl icat ion was used, where the data base 

contained 13,631 records stored i n  f i v e  tables (see Rppendix 11). 

query t h a t  was executed follows, w i th  the numbers t o  the l e f t  c f  the query 

s ign i fy ing  the variotls predicdtes :: +he where clause. 

The 

dANGE OF F I S  FILE, C I S  C A T  
R t T R I E V E  (C.CAT, C.CATEGORY, C.FUNCTION, F.FILENUM, F-FLSTART, 

F.FLSTOP, F .FLFIRSTORB, F .FLLASTORR, t .FLLEN) WHERE 
F .TAPE ID=C .TAPE I D  AN@ 
( C  .FILENUM=F.FILENUM OR C .FILENUM=O) AND 

1) 
2)  
3 )  F.NUMITEMS=O AND 
4)  C .CAT= I OZONE ' AND 
5 )  (~.FL~TART<='7i0401000000'~ ANI) F.FLSTOP>='70080100CODO') AND 
6 )  F.TAPEID='DPFL*' 

t U s i ~ g  t h i s  t i m e  range, 2,796 rows were retr ieved. A second set o f  runs 
was made using '710201000000' and '701G01000000' f o r  FLSTART and FLSTOP, 
rebpectively. Using t h i s  time range, 1,412 rows were retr ieved. 
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I n  the two tables below, the resu l ts  are shown from querying the PCDB 
data base where the order ing o f  the predicates i n  the where clause was 

varied. The f i r s t  t a b l e  shows the resu l ts  usina the f i r s t  set o f  values 

f o r  FLYART and FLSTOP, and the second tab le  reports the resu l ts  using the  

second, more r e s t r i c t i v e ,  se t  o f  valhes f o r  FLSTART and FLSTQ?. I n  each 
table, the r e s u l t s  o f  four queries are reported using s t a t i s t i c s  from the 

VAX accounting f i l e .  I n  the f i r s t ,  the where clause was ordered as shown 

i n  the quzry above. I n  the second, the C.CAT='OZONE' clauce was moved t o  

the  end o f  the where clause. I n  the th i rd ,  clatises one and two 

(F.TAPEID=C.TAPEID and (C.FILENtiH=F .FILENW OR C.F ILENUM=@) ) were moved t o  

t h e  end o f  the where clause, I n  the f i n a l  query, the match f o r  tapeid 

(F.TAPEID=mDPFL*') was inser ted as the f i r s t  par t  o f  the where clause. 

a l l  queries, the FILE tab?a was defined as ' I S A M '  on TAPEID and FILENUM and 

the  CAT tab le  was defined as 'hash' on TAPEID, FILENUH, ITEM, and CAT. 

There were no secondary indices created. 

I n  

Ordering o f  
Where Clause 

1,2,3,4,5,6 
1,2,3,5,6,4 
3,4,5,6,1 , 2 
6,1,2,3,4,5 

INGRCS QIERY RESULTS 

Average X Degradation 

( S e d  Response Time 

-054 --- 
-053 - 1.9 
.053 - 1.9 - 1.9 ,053 

Response Time i r r  Average 

I 

Total 
Connect 

Time 
(Set 1 
151. 
i49 . 
149 . 
147 . 

I I I 

Total 
CPU 

T i  me 
(Set) 

94.19 
93 -68 
92 . 74 
90.82 

INGRES QUERY RESULTS 

Aver age 
Response Time 

(Set 1 

- 
-066 
.064 
.063 
-062 

X Dearadation 
i n  Average 

Response Time 

-- "-- 
- 3.0 - 4.5 - 6.1 

I 

Ordering o f  
Where Clause 
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Total 
Connect 

T i  me 
(Set 1 

93. 
90. 
89. 
88 , 

57.30 
54 . 52 
54.15 
52 . 74 



The d i f fe rence i n  connect t ime and CPU t ime which appears w i th  the 

same pat te rn  between the  t w o  tab les  suggests t h a t  the query op t im iza t ion  

t h a t  takes place on an I N G R E S  query i s  somewhat dependent on the  s t ruc tu re  

o f  the where clause. A few examples of how where clause s t ruc tu re  might 

a f fec t  perfonnance are given here. 

Uhen a complex where clause i s  spec i f ied  t h a t  performs a j o i n  on two 

(o r  more) tables, the  DBMS must. choose one o f  the tab les  t o  begin se lec t i on  

on. Some p o s s i b i l i t i e s  o f  c r i t e r i a  f o r  t h i s  se lec t ion  might be t a b l e  s izes 

o r  the number o f  pieces o f  the  where clause involved w i th  each table.  

the OBMS does not  kzep s t a t i s t i c s  about each t a b l e  (e.g., t a b l e  s ize),  the  

se lec t ion  may be a randan one. 

I f  

Once a tab le  has been chosen t o  begin se lec t ion  on, the where c lause 

i s  parsed for  those pieces o f  t he  where clause concerning the  selected 

table. The O M S  opt im iza t ion  a l g o r i t h n  spec i f ies  a general order ing fo r  

so lv ing  pieces o f  the where clause. That i s ,  the f i r s t  t h ing  the parser 

might look f o r  i s  a piece o f  the where clause spec i fy ing  the value o f  the  

primary key. Next, i t  might look f o r  a piece speci fy ing the value o f  a 

secondary key. A f te r  t h a t  i t  might look for  a piece where an '= '  i s  

spec i f ied  on a non-indexed f i e l d ,  fc l lowed by a clause where a ' > I  o r  '< '  
i s  speci f ied.  
t h i s  follows. 

A sin,p:z example o f  how performance might be af fected by 

Suppcse the query reads: 

RETRIEVE (A.ALL) 

WHERE A.SEX='MALE' 

AND A.COLOR='BLUE' 

The f i e l a  A.SEX can take on one o f  two values, 'MALE' or  'FEMALE', 

where the f i e l d  o f  A.COLOR can take on many values. Therefore, i n  a given 

tab le,  there are probably more dupl icates i n  the SEX f i e l d  than i n  the 

COLOR f i e ld .  I f  the parser reads the f i r s t  q u a l i f i c a t i o n  and s a t i s f i e s  i t  

f i r s t ,  i n  s t ab le  o f  100 rows, 50 rows may be ret r ieved.  

the sectjnd q u a l i f i c a t i o n ,  i f  there are 10 coiors,  5 rows may be ret r ieved.  

I f ,  however, the parser reads. and remembers the l a s t  q u a l i f i c a t i o n  f i r s t ,  

10 rows may be re t r i eved  by CCLOR, followed by 5 rows re t r i eved  by SEX. 

Then, i n  apply ing 
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The po in t  t o  be made i s  t h a t  query op t im iza t ion  does ex i s t .  

t e s t  conducted i n  t h i s  sect ion d i d  not show a wide v a r i a t i o n  i n  query 

perfomance due t o  where clause res t ruc tur ing ,  the  user should be aware o f  

the fact  t h a t  v a r i a t i o n  does ex is t .  A good knowledge of the  data i n  the 

data base and o f  the types o f  in format ion most f requent ly  requested frm 

the data base can help the data base designer determine which f i e l d s  t o  

index. 

improving data base query perfocwnce. 

m i l e  the  

Test ing va r ia t i ons  i n  the where clause s t ruc tu r ing  may ? i d  i n  

4.5 E f f e c t  o f  Ordering the  Output frw, a Query 

It i s  r-ometimes des i r2b le t o  r e t r i e v e  the resu;ts o f  a query i n  a 

I t  i s  not u n c m o n  for the DBMS t o  employ 

predetermin2d order. This order ing o f  r e s u l t s  may, however, a f f e c t  the 

response t ime o f  the query. 

temporary tab les  t o  use fo r  so r t i ng  the responses t o  a query. 

A t e s t  was corducted t o  determine the extent of degradation i n  

response time f o r  var ious "so r t "  f i e lds .  TesTing was coviucted using the  

ORACLE 2.3 and INGRES 1.4 1)BtlSs. 

ORACLE Version 2.3.2 Resirltz 

Using the PCD6 app l i ca t i on  w i th  13,631 input  records stored i n  the 

data base i n  5 tables, a t e s t  was conducted t o  determine the impact o f  an  
'ORDER BY' clause i n  tb: response time c f  a complex query. 

The query which was executed was: 

SELECT CAT, FORMAT, CATEGORY, FUNCTION, TAPC.TAPEID, FILE.FILENUM, 

FROM TAPE, F ILE,  CAT 
WHERE TAPE .TAPE ID=CAT.TAPElD AND CAT.TAPEID=FI LE .TAPEID AND 

[ CP. T . F I LE NUP = F X L E . F 1 LE !KY 3R CAT. F I i E NliM=iiZ i i j AND 
F I LE .NUMITEMS-O AND 
[FLSTART<= '900000000000 ' AND FLSTilP>= '700000000000' 1 AND 
TAPF..TAPEID= 

[TPSTAKT<= ' ~ O O O O C O O O O O O  ' AND TPSTOP>= 700000000000 ' J ; 

FLSTART, FLSTOP, FLFIRSTORB, FLLASTORB, FLLEN 

SELECT TAPEID FROM TAPE WHERE FORMAT='DPFL ' AND 
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A l l  resu l ts  are shown below and include Doth +he job and detached 
orocess, as reported i n  the  VAX account log. 

ORACLE QUERY RESULTS - 5,185 Rows Retr ieved 

?he presence o f  an 'ORDER BY '  clause more than douS?ed the query 

respcnse time. 

I / O  operations increases because of the s h u f f l i n g  o f  rows. 

B Y '  clause becomes mcre cornpiex, the response time increases ever, more. 

should be noted tha t  i n  the t e s t  run here, the CATEGORY f i e l d  i s  
CHARACTER*30, the FUNCTION f i e l d  i s  CHARACTEf?*SG, CAT i s  CHARACTER*5, and 
FLSTART i s  CHARACTER*12. 

Any t ime a s o r t  i s  invoked, the  CPU t ime and the number o f  

4s the 'ORDER 

It 

IFiGRES Version 1.4 Results - 

Another important feature o f  querying tha t  was tested was the e f fec t  of 
The query 3 speci f ied ordering i n  the rows tha t  wb?re ret r ieved by a query. 

Ysed i n  t h i s  t e s t i n g  was ident ica l  t o  one v j r i a t i o n  o f  the query used i n  

the previous t e s t i n g  (Predicate Reordering) and i s  shown below. 

i n  the previous test ing,  I N G R E S  Version 1.4 was used. 

A l s o ,  as 
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RANGE OF F IS'.FILE, C IS CAT 
RETRIEVE (C.CAT, C.CATEGORY, C.FUNCTION, F.FILENUH, F.FLSTART, F.FLSTOP, 

F.FLFIRSTORB, F-FLLASTORB, F.FLLEN) WHERE 
F.TAPEID='DPFL*' AND 
F .TAPE ID=C .TAPE I D  AND 
(C.FILENUM=F.FILENUM OR C.FILENUM=O) AND 
F.NUMITEMS=O AND 
C.CAT='CZONE' AND 
(F.FLSTART<='710401000000' AND F.FLSTOP>='700801000000' ) 

Time 

1 

2 

I n  t h i s  test ing,  as i n  the previous test ing,  a second set of times 

(FLSTART<='710201000000' AND FLSTOP>='70100100000O') were a1 so tested. 

t e s t  was run once f o r  each set o f  times w i th  no ordering o f  the output and 

once w i th  an order ing by CAT, CATEGORY, and FLSTbRT. 

column i s  spec i f ied  f o r  scrt ing,  the  resu l t s  are sorted f i r s t  by the  

lef tmost column spec i f ied  (i.e., CAT), then by CATEGORY and f i n a l l y  by 

FLSTART. 

(i.e., 'heap'). 
the  e f f e c t  o f  the 'SORT BY' clause than i f  the tab les  were structured. The 

tab le  which fol lows reports the  resu l t s  o f  the f i r s t  and second set o f  times, 

respectively, from the VAX account lcg. 

The 

When mort than one 

I n  t h i s  t e s t i n g  there was no s t ruc tu re  on the data base tables 

It was thought tha t  t h i s  would give a t r u e r  representation of 

SORT BY Average Total T D t a l  Total Total Total 
Response % Degradation Connect CPU D i rec t  Buffered Page 

Time i n  Average Time Time I/O's I/O's Fati l ts 
(Sec) Response i ime (Sec) (Sec) 

No SORT BY .060 --- 169. 106.01 2,773 4,588 1,234 

CAT , 
CATEGORY, 
F L S TAR T .113 t 88.3 317. 175.04 6,314 5,806 1,650 

No SORT BY .079 --- 112. 67.18 2,022 2,401 1,230 

Sort by 
CAT, 
CATEGORY, 
FLSTART -128 + 62.0 181. 97.77 3,655 3,011 1,555 

INGRES QUERY RESULTS 
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The addi t fon o f  the 'SORT BY' clause has a severe impact on query 

INGRES 

performance, This i s  t o  be expected, especia l ly  f o r  r e t r i e v a l  o f  la rge  
numbers o f  rows where the so r t  key i s  more tnan one f ie ld .  

accomplishes the so r t  by use o f  temporary tab les created dur ing the run and 
deleted a t  the end o f  the run. When a sor t  key i s  introduced, the number 

o f  d i r e c t  I/O's, as well as buffered I/O's and page faul ts,  i s  increased, 

as can be seen i n  the table. 

4.6 Nested Queries 

The purpose o f  the t e s t  which was performed here was t o  assess the 

impact o f  query nesting. 
two leve ls  o f  nest ing and three tab le  jo ins,  

leve ls  were separated i n t o  three queries w i th  the resu l t s  of one being used 
i n  the next. This el iminated the need f o r  " jo ins"  which were inherent i n  

the nested query. This t e s t  was conducted using ORACLE 2.3 only, 

I n  t h i s  tes t ,  a query was created which employed 
I n  a cont ro l  run, the two 

ORACLE Version 2.3.2 Results 

A t e s t  was designed t o  determine the impact o f  nested queries on 
response time. The PCDB app l ica t ion  was used i n  the test ing.  The data 
base was f i r s t  loaded w i th  13,631 input  records i n t o  f i v e  tables. 

several queries were executed. 

Then, 
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The control ru7 queries were structured as follows: 

1) SELECT TAPEID, TPSTART, TPSTOP FROM TAPE 

WHERE FORMAT = 'DPFL' 

AND TPSTART<= '99 ' 
AND TPSTOP>= '00' ; 

2)  SELECT CAT, CATEGORY, FUNCTION, FILENUM FROM CAT 

WHERE TAPEID = 'DPFL0009'  

AND CAT = <'OZONE'> 

AND ITEM = NULL; 

3 )  SELECT FLSTART, FLSTOP, FLF IRSTORB, FLLASTORB, FLLEN, FILENUM 

FROM F I L E  

WHERE TAPEID = 'DPFL0009'  

AND FLSTART<='99' 

AND FLSTOP>='OO' ; 

T h e  nested query was structured as: 

SELECT CAT, CATEGORY, FUNCTION, TAPE.TAPEID, FILE.FILENUM, 

FLSTART, FLSTOP, FLFIRSTORB, FLLFISTORE, FLLEN 

FROM TAPE, F ILE ,  CAT 

WHERE TAPE.TAPEID = CAT.TAPEID AND 

TAPE.TAPEID = FILE.TAPEID AND 

[CAT . F I LENUM=F I LE. F I LENUFl OR CAT. F I LENUM=NULL] AND 

FILE.NUMITEMS = 0 AND 

[FLSTART<='701226'  ANI) FLSTOP>='701225' ]  AND 

TAPE .TAPEID= 

SELECT TAPEID FROM TAPE 

WPERE FORMAT = 'DPFL'  

AND [TPSTART<='701226'  AND TPSTOP>='701225' ] ;  
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The resu l t s  o f  the two tes ts  show tha t  even though a 3 way j o i n  was 

necessary i n  the two-level nested query, i t  was s t i l l  faster than running 
three queries. The resu l t s  are shown here f o r  both the jobs and detached 

processes (as reported i n  the VAX account f i l e )  and should be examined 

c lose ly  because the t o t a l  s t a t i s t i c s  are somewhat misleading. 

~ Total Total Total Total 
I CPU Time D i rec t  Buffered Page 
' (sec) I / O ' S  I / O ' S  Faul ts 

ORACLE QUERY RESULTS 

Type o f  Query Total 
Connect Time 

(Sec) 

2 Level 
Nested Query 

3 Separate 51. 
Queries 26. 

2.57 
18.51 

6.55 
14 . 16 - I 

32 149 463 
249 141 1 , 549 

36 903 47 1 
3 90 789 976 

I I 1 

Indicates Detached Process 

F i r s t ,  i t  should be noted tha t  when the t w o  leve l  nested query was 

executed, 13 rows were returned. When the three separate queries were 
executed, 16, 1, and 363 rows were ret t ieved, respect ively,  f o r  a t o t a l  o f  

3ao rows. 

Looking a t  the resu l t s  o f  the detached processes ( labe l led  DP above), 
which perform the actual ORACLE tasks, the tab le  j o i n s  had an obvious 

impact on performance. Thirteen rows were re t r ieved using 18.51 seconds o f  
CPU time and 29 secqnds o f  connect time. In  the run where the query was 

broken down so tha t  no j o i n s  were necessary, 380 rows were re t r ieved using 

only 14.16 seconds o f  CPU time and 26 seconds o f  connect time. However, 

the overhead o f  running three separate jobs, thus executing the Eon-ORACLE 

re la ted  tasks three times instead o f  one, was the cont r ibu t ing  factor i n  

the overa l l  performance degradation of tha t  mi. 
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SCHEMAS FOR DATA BASE TESTING 
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PACKET MANA'EMENT SYSTEM 

The Packet Management System (PMS) i s  p a r t i a l l y  intended t o  

demonstrate the  a b i l i t y  t o  use data base technology t o  provide var ious NASA 

end users w i t h  an improved c a p a b i l i t y  t o  access data stored c e n t r a l l y  i n  a 

packetized manner. 

not  been determined p r i o r  t o  the  performance t e s t i n g  t h i s  documelit 

describes. 

used as input  f o r  some o f  t h e  decis ions requi red dur ing the formulat ion of 

the  PMS schema design. Some pre l iminary r e s u l t s  have, i n  fact ,  been 

responsible f o r  the a l t e r a t i o n  o f  i n i t i a l  designs t h a t  were proposed p r i o r  

t o  the s t a r t  o f  the  performance test ing.  What has evolved i s  a marriage of  

goals t o  the end t h a t  generic data base t e s t i n g  has proce2ded which has 
o f t e n  employed PMS-1 i k e  data base app l ica t ions  t o  provide s p e c i f i c  feedback 

t o  the  PMS p ro jec t  t o  a i d  i n  system design considerations. The term 

"PMS-like" i s  used throughout the  repor t  because the  data used i n  the  

t e s t i n g  simulated, but was not, actual  PMS data. 

The formal design o f  the  data bast? schema f o r  PMS had 

Rather i t  was intended t h a t  r e s u l t s  o f  t h i s  t e s t i n g  would be 

The PMS-like data base designs used dur ing the t e s t i n g  r e f l e c t  changes 

made by the  PMS p r o j e c t  s t a f f  t o  the pre l iminary PMS data base designs. 

The designs appl ied i n  Section 2 were p r i m a r i l y  based on a l t e r a t i o n s  made 

t o  the o r i g i n a l l y  proposed design. Some 07 the  suppleinental t e s t i n g  

described i n  Section 4 employed the  o r i g i n a l  design o f  the PMS. It was 

these t e s t  r e s u l t s  t h a t  prompted the f i r s t  major design r e v i s i o n  t o  the  

proposed data base s t ructure.  

need t o  s to re  and manage headers t h a t  p re f i xed  in format ion contained i n  

The PMS data base requirements included t h e  
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packets o f  data. The header in format ion t o  be managed was i n i t i a l l y  

def ined i n  the tab le  t h a t  fo l lows:  

PMS HEADER INFORMATION 

F i e l d  I Descr ip t ion 

S I D  

M I D  

ssc 

PL 

SDF 

SHID 

S IEC 

TIME 

PL I 

Source I d e n t i f i e r  

Mission I d e n t i f i e r  

Source Sequence Count 

Packet Length 

Source Da ta  Format 

Secondary Header I d e n t i f i e r  

Sowce I D  Er ro r  Control 

T i  me 

A1 t e r n a t i v e  Packet Length 

Length 

8 b i t s  

8 bi:s 

!6 b i t s  

8 b i t s  

8 b i t s  

8 b i t s  

8 b i t s  

32 b i t s  

32 b i t s  

TOTAL 128 b i t s  

I n  addi t ion,  the next 384 b i t s  o f  the  packet were t o  be included as a 

s ing le  f i e l d  ( resu? t ing  i n  the DBMS s to r i ng  the f i r s t  512 packet b i t s ) .  

Also, t o  f a c i l i t a t e  PMS users, a 32 b i t  f i e l d  f o r  t h e i r  UICs and a 63 byte 

cornnent f i e l d  were t o  be managed i n  the data base as well. 

rcl, ,*i  rement, each packet would be i d e n t i f i a b l e  through a unique value 

dLcived t h r w g ?  the concatenation o f  the fo l low ing  f i e l d s :  SID, MID, SSC, 

SDF. S!EC and i!K. These f i e l d s ,  when t h e i r  values are concatenated 

together, cons t i t u te  a primary key t h a t  i s  associated w i th  on ly  one header 
i n  the data base. 

As a 
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The basic ORACLE schema employed fo r  t h i s  i n i t i a l  spec i f i ca t ion  o f  PMS 
The tab le  had the data base needs consisted o f  a s ing le r e l a t i o n  o r  table.  

fo l lowing makeup: 

ORACLE HEADER TABLi 

:olumn Name 

KEY 

SID 

M I D  

ssc 
PL P 

SDF 

SHIC 

SIEC 

TIME 

PL s 
SECHDR 

U I C  

COMMENT -- 

- 
De sc r i p t  i on 

CHAR (10) 

NUMBER 

NUMBER 

NUMBER 

NUMBER 

NUMBER 

NUMBER 

NUMBER 

NUMBER 

NUMBER 

CHAR (48) 

NUMBER 

CHAR (63) 

NONULL 

YONULL 

NONULL 

NONULL 

NONULL 

NONULL 

NONULL 

NON'ILL 

NONULL 

NONULL 

NONULL 

Source 
~~ ~ ~ 

:oncatenation o f  6 f i e l d s  

Packet 

Packet 

Packet 

Packet 

Packet 

Packet 

Packet 

Packet 

'LI F ie ld  From Pecket 

lext  384 b< s i n  ?acket 

Jser I D  Code (Optional ) 

lser Comment (Optional ) 

This tab le  formed the baseline from which a l te rna t i ve  designs were made for 
the supplemental t e s t i n g  o f  ORACLE Versions 2.3.1 and 2.3.2 summarized i n  

Sectiun 4 and some o f  the Level 2 t es t i ng  described f o r  ORACLE i n  

Section 3. 

The f i e l d s  tha t  were chosen fo r  'Imaging ( indexing) var ied depending on 
the  tes t  goals, although the KEY f i e l d  was a lways imaged since i t  was 3 

primary key and ORACLE 2.3 required tha t  a t  leas t  one f i e l d  be indexed i n  a 
table.  
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The i n i t i a l  design f o r  SEED appears p i c t o r i s l l y  i n  Figure 1.1 and i s  
smnar i ted  i n  Table 1-1. 
i d e n t i f i e s  the area name on the l e f t  and the ca lc  f i e l d  or  v i a  set  on the 

r ight .  The lower por t ion o f  each box i s  the record name. The R6 - PKEY 

record contains the various PMS header f i e l d s  required t o  be managed. The 

R 7  - COmENT record i s  op t iona l l y  present f o r  a given P6 - PKEY record. The 

R 1  - MID, R2 TIME, R3 - I I D  (SDF), R4 - S I D  and R5 - UIC records provide d i r e c t  

access t o  header records through the designation o f  a value for z 
par t i cu la r  Owner and the fe tch ing o f  the  corresponding R6 - PKEY member 

records. Fs wi th  ORACLE, t h i s  baseline schema was a l te red  t o  t e s t  various 

designs. During t h i s  phase o f  test ing,  SEED version 8.11.9 was used which 
d i d  not have the Pointer Array indexing capabi l i ty ,  sc owner-member sets  

were the only means f o r  d i r e c t  access. 

I n  the figure. the upper por t ion  o f  each block 

TIME 

SDF 

Af te r  t e s t  resu l ts  had been obtained and r e v i e w d  using var ia t ions  of 
the abovr x h e n ; ,  the PMS pro ject  s t a f f  proposed a rev is ion  t o  the PMS 

data base design which was adopted f o r  the generic performance test ing.  
order t o  increaso ingest ion rates, the number o f  f i e l d s  was reduced and, 

because o f  p ro jec t  changes, the primary key was redefined. The f i e l d s  
defined t o  be managed under the revised PMS needs were: 

I n  

T i  me 

Source Data Format 

PMS HEADER INFORHATiON 

rKi i-- l  Descr ipt ion 

16 b i t s  

32 b i t s  

16 b i t s  

I n  addition, ihe e n t i r e  f i r s t  512 b i t s  were required t o  be t reated as a 
s ing le f i e l a  which could be broken apart by PMS software, a primpry key 
consist ing o f  the MID, SID, TIME, SSC and SDF f i e l d s  (no S I E C )  would be 

needed t o  uniquely i d e n t i f y  a packet, and UIC and MESSAGE (replaced 

COMMENT) f ie lds  were necessary f o r  end users t o  i d e n t i f y  t h e i r  packets. 
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SEED SCHEMA REPRESENTATION 

t 

R3 I I D  - R2 T I N E  R 1  - UID - 

R4 - S I D  R5 - U I C  

PACKS VIA S6 7 F4 R7 COMMENT 

Figure 1.1 
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SEED SCHEMA REPRESENTATION 

Record Name 
~~ 

R1 MID 

R3-I I D  
R4-SID 
R5-UIC 
R6-PKE - Y 

RZ-TIME 

R7 - COF1YENT - 

F i e l d  Name 
~~ 

MID 
TIME 
I I D  
SID 
UIC 
PKE Y 
HIDP 
SIDP 
ssc 
SDF 
SIEC 
TIMEP 
iJiCP 
PL 
SEI0 
PL I 
BITS384 
COMMENT 

TY Pe 

INTEGER*Z 
INTEGER*4 
I NTEGER*2 
I NTE GER*2 
I NTEGER*4 
CHARACTER*lO 
I NTEGE R*2 
INTEGEP*2 
INTEGER*Z 
I NTE GER*2 
1 NTEGER*2 
INTEGER*4 
INTEGER"4 
INTEGER*2 
I NTEGER*2 
INTEGER*4 
CHARACTER *48 
CHARACTER*63 

Table 1-1 
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The ORACLE schema which subsequently evolved t o  accommodate t h e  

proposed changes i s  presented 5n t h e  s p e c i f i c s t i o n  below: 

REVISED ORACLE HEADER TABLE 

Column Name 

P R I M A R Y  - KEY 

M I D  SID 

TIME 

'JIC 

S3F 

MESSAGE 

HEACER 

- 

Descr ip t ion 

CHAF? (9)  NONULL 

FIUM B E R NONULL 

NUMBER NO N U L L 

RUMBER 

NUMBEF? NONULL 

CHGR (31 ) 

CHAR (64)  KONULL 

Source 

Concatenation o f  5 f i e l d s  

Concatendtion of M I D  and S I D  

Packet 

User I D  Code (Opt ional)  

Packet 

User Messaqe (Optional ) 

F i r s t  512 b i t s  o f  packet 

This design was enployed f o r  w c h  of t he  Level 1 O2ACLE t e s t i n g  

described i n  Section 2. For most o f  t h a t  t es t i ng ,  P R I M A R Y  KEY,  VI9 S I D  and 

T I H E  were inaged (indexed) f i e l d s .  The U I C  and COMMENT f i e l d s  were 

predominently enployed as the  va r iab le  elements uf the  t e s t s  summarizea i n  

Section 2. This was a lso  t r u e  for  the sane t e s t i n g  done w i t h  SEED aqd 

INGRES.  It should be nated t h a t  o r i g i n a l l y  ORACLE d i d  not  permit  t he  

s p e c i f i c a t i o n  o f  an inaex or  inaqe f o r  m u l t i p l e  f i e l d s  unless those f i e l d s  

were concatenated and stored i n  the  data base i n  t h a t  form. This was why 

the  P D I M A D Y  - K E Y  had t o  be present as a separate f i e l d  and t1ID and S I D  had 

t o  be concatenated. b t  u n t i l  a release of  OPACLE Version 3 would such a 

c a p a b i l i t y  hecone availaS1e. 

- - 

The revised SEED schema i s  summarized i n  Figure 1.2 and Table 1-2. 

SEED Version C.0 was received i n  t ime t o  be used i n  the  t e s t i n g  w i t h  t h i s  

basel ine schema. !t o f fe red  the  Pointer Array feature (a B-tree d i r e c t  

access i rp lementa t ion)  which was implerented dur inq some o f  t he  t e s t i n g  

discussed i n  Sectioq 7. 



REVISED SEED SCHEMA REPRESENTATION 

s1 - 4 \ s2-4 I / s 3 4  - 

1 s4 - 5 

R5 MESSAGE 

Figure 1.2 

REVISED SEED SCHEMA REPRESENTATION 

- 
Record  Name 

R 1  - MIDSID 

R2 TIME 

R3 SDF 

R4 PKEY 

- 
- 
- 

R5 - MESSAGE 

Field Name 

MIDSID  

TIME 

SDF 

PKE Y 

MIDSID  

TIME 

SDF 

HEADER 

U I C  

MESSAGE 

INTEGER*2 

I NTEGER*4 

INTErJER*Z 

CHARACTER *9 

INTEGER*2 

INTEGER*4 

INTEGER*2 

CHkRACTER*64 

I NTEGER*4 

CHARACTER*31 

Table 1-2 
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Testing began on the  INGRES aata base management system a t  t h i s  time. 
Because INGRES employs the use o f  m u l t i f i e l d  keys, the fo l lowing tab le  

s t ruc tu re  was derived. 

INGRES HEADER TABLE 

I /Column Name I Descr ipt ion I Source 

M I D  S I D  

ssc 
SDF 

TIME 

UIC 
MESSAGE 
HEADER 

- I *2 
I *2 
I *2 
I *4 

I *2 
CHAR (31 1 
CHAR (64) 

I I 

Concptenation o f  M I D  and SID 
Packet 

Packet 

Packet 

User I D  Code [Opt ional)  

User Message (Optional ) 
F i r s t  512 b i t s  o f  packet 

The conlbination o f  M I D  - SID,  SSC, SDF, and TIME formed the m u l t i f i e l d  

key used t o  uniquely i d e n t i f y  each packet. 
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PILOT CLIMATE DATA BASE MANAGEMENT SYSTEH (PCDBMS) 
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PILOT CLIMATE DATA BASE MANAGEMENT SYSTEM 

The P i l o t  Climate Data Base (PCDB) was developed as a means o f  
providing on-1 i ne  catalog, tape inventory, and data access c a p a b i l i t i e s  t o  

a por t ion  o f  the s c i e n t i f i c  community. An i n i t i a l  design was developed and 

implemented on the VAX 11/780. 
between tapes (i.e., the type o f  informat ion present on them), and because 

o f  feedback on the "prototype" design, it was determined tha t  a design 
change was necessary. 

Subsequently, because o f  greater variance 

Most o f  the informat ion presented i n  t h i s  document was obtained from 

tes t i ng  pe r foned  using the o r ig ina l  design. 

four leve ls  o f  informat ion - a tape level ,  f l l e  leve l ,  i tem level ,  and cat 

level .  As the informat ion was read from the tape, the f i r s t  byte of each 

record i d e n t i f i e d  the record as tape, f i l e ,  i tem o r  cat  leve l  information. 

A descr ip t ion o f  the data present i n  each o f  the four l eve l s  o f  informat ion 

i s  shown i n  the tab les below. 

I n  t h a t  design, there were 
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TAPE LEVEL 

F i e l d  

RECORDID 
TAPE I D  

MISSION 
SENSOR 

FORMAT 
PROJNUM 

GE NDATE 
ZNVDATE 

ARCHIVER 
LOCAT 

NUMFILES 
TPF IRSTORB 
TPL ASTORB 
TPSTART 
TPSTOP 
TPALGORITHM 

COORDSYS 

SYNOPSTART 

SYNOPSTOP 
INCORB 
ORBPER 

MSCANG 

SCNINC 
NODPRT 

Desc r ip t i on  

Record i d e n t i f i c a t i o n  

Tape I D  
Mission name f o r  t h i s  s a t e l l i t e  

Sensor equipment name 

Data Format 

P ro jec t  sequence number 
Date tape was o r i g i n a l l y  generated 
Date tape was inven to r ied  

Name o f  person inventory ing  tape 
Locat ion of tape 
Number o f  f i l e s  on the  tape 
Minimum o r b i t  number on tape 

Maximum o r b i t  number on tape 
S t a r t  t ime on tape 
Stop t ime on tape 
Processing a lgor i thm used 

Map coord inate system 
Synoptic s t a r t  t ime 

Synoptic stop t ime 
O r b i t a l  i n c l i n a t i o n  

O r b i t a l  per iod  
Maximum scan angle 

Scan angle increment 
Node procession r a t e  

1 
15 

15 
10 

10 

15 

13 

9 

12 
15 
8 
8 

8 

13 

13 
5 

15 

13 

13 
8 

8 
8 
8 
8 

J TOTAL 251 
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I 
Descript ion 

Record i d e n t i f i c a t i o n  

Sequential f i l e  number 

F i r s t  o r b i t  i n  f i l e  

Last o r b i t  i n  f i l e  

S t a r t  t ime of' f i l e  
Stop t ime o f  f i l e  

Processing a1 go r i  thm used 
Number o f  items i n  f i l e  

Size o f  f i l e  (bytes) 

Equator crossing t ime 

Equator crossins longi tude 

Length 

(Bytes 1 

1 
8 
8 
8 
13 
13 
5 
8 
8 
13 
8 

r- 

FILENUM 

FLFIRSTORB 

FLLASTORB 

FLSTART 
FLSTOP 

FLALGORITHM 
NUMITEMS 

FLLEN 

EQXTIM 

FILE LEVEL 

RECORDID 
ITSTART 
ITSTOP 

I T E M  
NAME 

Record i den t i  f i c e t i o n  

S t a r t  t ime o f  item 
Stop t ime o f  i tem 13 
Mneinoni c o f  i tern 5 
Descr ipt ion o f  i tem 30 

J 

ITEM LEVEL 

a1 gor i  thm used 

ITLEN Maximum size c f  i tem (bytes) 

F i  e l  d 

5 
6 

Descr ipt ion 
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F i e l d  

RECORDID 

CAT 

CATEGORY 

FUNCTION 

CAT LEVEL 

Descr ip t ion 

Record i d e n t i f i c a t i o n  

C1 imate parameter mnemonic 

Descr ip t ion o f  ca t  

Method t o  d r i v e  ca t  

1 

5 
30 
50 

ITGTAL 86 

The ORACLE data base t h a t  was employed t o  manage the p i l o t  c l imate data 
consisted o f  f i v e  tab les - a tape tab le,  f i l e  tab le,  i tem tab le,  i tem 

descr ip t ion  *,able, and cat  table.  The rows i n  the tape tab le  were uniquely 

def ined by the tapeid. This tapeid was placed i n  the f i l e  t a b l e  also, so 
t h a t  the  rows i n  the f i l e  tab le were uniquely def ined by a combination o f  

tapeid and f i l e  number. Likewise, these were placed i n  the i tem t a b l e  t o  
uniquely i d e n t i f j  those rows by tapeid, f i l e  number, and i tem. F i n a l l y ,  

the tapeid an3 f i l e  number were placed i n  the cat  table,  so t h a t  i n  

combination w i th  the cat f i e l d ,  rows could be m i q u e l y  defined, The ITEM 
f i e l d  was not included here because i t  could be a n u l l  f i e l d .  A f i f t h  

tab le,  the item descr ip t ion  tab le,  contained a l l  o f  the items and t h e i r  

names. Ry p lac ing these i n  a separate table,  i t  was nct  necessary t o  s to re  

redundant data i n  the i t e m  table.  

Each tab le  i s  shown below. Imaged f i e l d s  are denoted by an as te r i sk  

fo l low ing  the column pame. 
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Co lumn Name 

TAFE ID* 
MISS I ON* 

SENSOR* 

FORMAT* 

PROJNUM 

GENDATE 

INVDATE 

ARCHIVER 

LOCAT 

NUMF I L E S  

TPF IRSTORB* 

TPLASTOHR* 

TPSTART* 

TPSTOP* 

TPALGOR ITHN 

COOROSYS 

S YNOPS TART 

SYNOPSTOP 

INCORB 

ORBPER 

MSCANG 

SCNINC 

NODPRT 

TAPE TABLE 

Descrtpt ion 

CHAR (15) 
CHAR (1 5) 
CHAR (10) 
CHAR(1b) 

CHAR (15) 
CHAR (12) 
CHAR (8 ) 
CHAR ( 12 ) 
CHAR (15) 
NUMBER 

NUMBER 

NUMBER 

CHAR (12) 

CHAR(12) 

CHAR (5) 
CHAR(15) 

CHAR(12) 

CHAR (12) 
NUMBER 

NUMBER 

NUMBER 

NUMBER 

NUMBER 

NONULL 

NONULL 

NONULL 

NONULL 

NONULL 
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Co lumn Name 

I 

TAPE I D *  

FILENUM* 

FLFIRSTORB 

FLLASTORB 

FLSTART* 

FLETOP* 

FLALGOR ITHM 

NUMITCMS 

FLLEN 

EQXTIM 

EQXLNG 

Column Name 

TAPEID* 

FILENUM* 

ITEM* 

ITSTART 

ITSTOP 

RECNUM 

ITALGOR ITHM 

ITLEN 

I- 

F I L E  TABLE 

D e s c r i p t i o n  

CHAR(15) NONULL 

NUMBER NONULL 

CHAR ( 5 ) NONULL 

CHAR (12) 
CHAR(12) 

NUMBER 

CHAR (5 ) 
NUMBER 

D e s c r i  p t l  on 

CHAR ( 1 5 )  NONULL 

NUMBER NONULL 

NUMBER 

NUMBER 

CHAR (12) 
CHAR( 12) 
CHAR(5) 

NUMBER 

NUMBER 

CHAR( 12) 
NUMBER 

ITEM TABLE 
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CAT TABLE 

CHAF (15) NONULL 

NUMBER 
CHAR (5 )  

CIfAR (5) NONULL 

CHAR (50) 

CHAR (30) 

~ NUMBER 

1 Column Name 

I 
TAPE I D  + 

FILENUM* 

ITEM 
CAT* 

FUNCTION 
CATEGORY 
RECNUM 

i Descr ip t ion 

I T E M  - DESCR TABLE 

I 
Column Name I Descr ipt ior l  

ITEM* CHAR(5) NONULL 
CHAR (30) 

The design used i n  SEED i s  shown i n  Figure 11.1. Each block i n  ,le 

diagram i s  described as fo l lows. 

Cal  c Key n Area rlame o r  V i a  Set 

1- Record Name -1 

tach set name i s  shown by t+e  l i n e  connecting the  owner and member o f  

the set. Any other important set  in format ion ( i * e * ,  s v t  f i e l d  and!ot set 

occurretice se lect ion through loca t i on  mode o f  owier) I s  shown also. The 

design was developed w i th  a s u e c i f i c  s e t  o f  queries i n  mind. Oec o f  
t h i s ,  there i s  a c e r t a i n  amount o f  redundant data i n  the data base. The 

main c x e  o f  data i s  located i n  the fo l low ing  records: 



k- 
P 

n 
W 
W 
v) 

Figure 11.1 
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R3 - TAPEINFO contains the tape leve l  informat ion t h a t  i s  
not l i k e l y  t o  be queried on . Examples o f  data i n  t h i s  

record are COORDSYS, SYNOPSTART, SYNOPSTOP, and 

ARCHIVER. 

R5 - TAPE contains the tape leve l  information o f  
importance i n  querying, i .e., TAPEID, MISSION, SENSOR, 

etc  

R10 - F I L E  contains a l l  f i l e  leve l  information. 

R11 ITEM contains the  i t e m  mnemonic and descript ion. 

R12 - ITEMOATA contains the actual i t e m  information, 

i.e., i t e m  s t a r t  and stop times, i t e m  length, etc. 

R4 CAT contains the c l imate parameter mnemonic, - 

R6 - CATCATA contains the cat information, category and. 

funct ion - 
The remaining records are e i t h e r  redundant data included f o r  speed o f  

r e t r i e v a l  o f  informat ion ( R 1  - SENSOR, R2 - FORMAT, f o r  example) or are " l ink '  

records l i n k i n g  occurrences o f  2 records together (R7 - LiNK l i n k s  an 

Occurrence o f  a tape r e c w d  w i th  an occurrence o f  cat  leve l  information). 

The INGRES data base consisted o f  the same f i v e  tables as the ORACLE 

data base, Because column types are defined d i f f e r e n t l y  i n  ORACLE and 

INGRESS the tables, showing column name and type, are given below. 

table, the m u l t i f i e l d  keys are i d e n t i f i e d  w i th  asterisks. 

I n  each 
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Column Name 
- 

TAPE ID* 

MISSION 

SENSOR 
FORMAT 

PROJNUM 

GE NDA TE 

INVDATE 
ARCHIVER 

LOCAT 

NUMFILES 
TPF IRSTORB 

TPLASTORB 
TPSTART 

TPSTOP 
TPALGOR ITHn 
COORDSYS 
SYNOPSTART 

SYNOPSTOP 
INCORB 
ORBPER 

MSCANG 

SCNINC 

NOOPRT 

TAPE TABLE 

Description 

CHAR(15) 

CHAR (15) 

CHAR (10) 

CHAR (10) 

CHAR ( 15) 

CHAR (12) 
CHAR (8) 
CHAR (12) 
CHAR (15) 

I *4 

I *4 

I *4 

CHAR (1 2 ) 
CHAR (12) 
CHAR(5) 
CHAR(15) 

CHAR (12) 
CHAR (12) 
I *4 
I *4 

I *4 
I *4 

I *4 
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F I L E  TABLE 

FLF IRSTORB 

FLLASTORB 

FLSTART 

FLSTOP 

FLALGOR I T *  

NUMITEFIS 

FLLEN 

EQXTIM 

EQXLNG 

I *4 

I *4 

CHAR(12) 

CHAR ( 1 2 )  

CHAR(5) 

I *4 

I *4 

CHAR ( 1 2 )  

I *4 

ITEM TABLE 

1 Column Name I Description 1 
TAPEID* 

FILENUH* 

ITEM* 

ITSTART 

ITSTOP 

I Z:RITHR 

1 I ITLEN 

CHAR ( 1 5 ) 
I *4 

CHAR(5) 

CHAR ( 1 2 )  

CHAR ( 1 2 )  

I *4 

CHAR(5) 

I *4 1 
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CAT TABLE 

TAPE I D *  

F ILENUM* 

ITEM* 

CAT* 

FUNCTION 

CATEGORY I 
I ‘IECNUM 

CHAR (15)  

I *4 
CHAR (5 )  
CHAR (5 ) 
CHAR(5O) 

CHAR (30) 
I *4 

ITEY - DESCR TABLE 

Column Name Descri p t i on 

ITEM* 

KAME 

CHAR (5) 
CHAR (30) 

I I I 
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1.) Calc on PKEYS' (5%) 

A.) 
B.) Form the primary key, PKEY 

C.) 

D o )  

Read i n  a record from the same f i l e  used t o  load the data base 

Using the OBTNC command, f ind  and get the co r rec t  R6 PKEY record 

(OBTNC f i nds  arid gets a record w i th  a ca lc t l la ted key - PKEY)  

Repeat A through C f o r  5% o f  the  input  records t o  the  data base. 

Mean s t a t i s t i c s  given i n  query t a b l e  are for  one i t e r s t i o n  of 

t h i s  loop. 

2.) Find PKEYs through OBTNU (-5%) 

A,) 

6.) 

C.) 

Read i n  a record from the  same f i l e  used t o  load the data base, 

t o  get an MID, SID,  SDF and T I M E  

Set up the "using" l i s t  and the " r e l a t j o n "  l i s t  which i s  

necessary t o  use the  OBTNU command 

Using the OBTNU command, f i n d  a l l  o f  the R6 - PKEY records w i t h  the 

cor rec t  MID,  S ID,  SllF and TIME (OBTNU f i nds  and gets a record 

which meets a user-speci f ied set  o f  condi t ions)  

Repeat A through C f o r  .5% o f  the input  records t o  the  data 

base. Mean s t a t i s t i c s  given i n  query t a b l e  are f o r  one i t e r a t i o n  

o f  t h i s  loop. 

D.) 

3.) Calc MII'I, f i nd  SID, f i n d  PKEYs (.5%) 
A.) 

B.) 

C.) 

Read i n  a record from the same f i l e  used t o  load the data base, 
t o  get an MID, SID, SDF and TIME 

Using the FINDC command, f i n d  the cor rec t  R 1  - MID record (FINDC 
f inds a record w i tn  a ca lcu lated key - M I D )  

Using the ORTNPO command on the set w i th  R 1  - M I D  as owner and R4 - 
S I D  as member, f i nd  and get R4 - SID records I* . i l  the c-orrect one 

i s  found. CWTNPO f f n d s  and gets a record p o s i t i o n a l l y  w i t h i n  a 

se t )  

Using the OBTNPO command on the set w i th  R4 - SItl a s  owner and R6 - 
PKEY as member, f i n d  a l l  o f  the R6 - PKEY records w i t h  the co r rec t  

SDF and TIME. 

w i t h i n  a se t )  

D.) 

(ORTNPO f i nds  and gets a record p o s i t i o n a l l y  



E.) Repeat A through D f o r  -5% of t h e  input  records t o  the data 

base. Mean s t a t i s t i c s  given i n  query t a b l e  are f o r  one i t e r a t i o n  

o f  t h i s  loop. 

4.) Calc MID, f i n d  PKEYs (-5%) 

A.) 

R.) 

C.) 

Read i n  a record from the same f i l e  used t o  load t h e  data base, 

t o  get an MID, SID, SDF and TIHE 

Using the  FINDC command, f i n d  the  cor rec t  R 1  - M I D  record {FINDC 

f inds a record w i t h  a ca lcu lated key - M I D )  
Using the OBTNPO command on t h e  set w i t h  R 1  - M I D  as owner arid 

R6 - PKEY as member, f i n d  a l l  o f  the  R6 - PKEY records w i t h  the  

cor rec t  SID, SDF and TIME (OBTNPO f i n d s  and gets a record 

p o s i t i o n a l l y  w i t h i n  a set )  

Repeat A through C f o r  .5% o f  the  input  records t o  t h e  data 

base. Mean s t a t i s t i c s  given i n  query t a b l e  are f o r  ope i t e r a t i o n  

of t h i s  loop. 

D.) 

5.) Calc TIME, f i n d  PKEYs (.5%) 

4.) 

B.) 

C.) 

Read i n  a record from the same f i l e  used t o  load the data base, 

t o  get an MID, SIO, SDF and TIME 

Usjng the FINDC command, f i r i d  the  cor rec t  R2 TIME record (FINIX 
f fnds a record w i t h  a ca lcu lated key - T I M E )  

Using the OBTNPO command on the set w i t h  R2 TIME as owner and 

R6 PKEY -; member, f i n d  a l l  o f  the  R6 PKEY records w i t h  the  

cor rec t  MID, SIn and SDF (ORTNPO f i n d s  and gets a reccrd 

p o s i t i o n a l l y  w i t h i n  a s e t )  

Repeat A throggh C for  .5% o f  t h e  input  records t o  the data 

base. 

of t h i s  loop. 

- 

- 
- - 

D.) 
Mean s t a t i s t i c s  given i n  query t a b l e  are f o r  one i t e r a t i o n  

6.) Calc SDF, f i n d  PKEYs (.5%) 

A.) 

R.) 

Read i n  a record from the same f i l e  used t o  load the  data base, 

t o  get an MID, SID, SDF and TIME 

Using the F I N N  command, f i n d  t h e  cor rec t  R8 SDF1 record (FINnC 

f inds  a record w i t h  a ca lcu lated key - SDF1)) 
- 
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7.) 

C.) Using the OBTNPO command on the set  w i t h  R8 S D F l  as owner and R6 - 
PKEY as member, f i n d  a l l  o f  the R6 - PKEY records w i t h  the  co r rec t  

MID ,  S I D  and T IME (OBTNPO f i nds  and gets a record p o s i t i o n a l l y  

w i th fn  a se t )  

Repeat A through C for  -5% o f  the input  records t o  the data 

base. Mean s t a t i s t i c s  given i n  query t a b l e  are f o r  one i t e r a t i o n  

o f  t h i s  loop. 

c 

D.) 

Find PKEYr sequent ia l l y  ( - 5 % )  

A.) 

R.) 

Read i n  a record from the same f i l e  used t o  load the  data base, 

t o  get an MID, SID, SDF and TIME 

Using the OBTNAP command, search sequent ia l l y  through the  data 

base fo r  a l l  R6 - PKEY records w i t h  the co r rec t  MID, SID, SDF and 

TIME (OBTNAP f i nds  and ge ts  a record by t r e a t i n g  the e n t i r e  data 

base as a sequential f i l e )  

Repeat A and B for  -5% g f  the input  records t o  the data base. 

Mean s t a t i s t i c s  given i n  query t a b l e  are f o r  one i t e r a t i o n  o f  

t h i s  ldop. 

C.) 

8.) Calc on M I D S I D ,  f i n d  PKEYs ( . 5 X )  

A.) Read i n  a record from the same f i l e  used t o  load the data base, 

B.) Form the ccnihination MIDSID 

C.) 

D.) 

t o  get an MID, S ID ,  SDF and T IME 

Using the  F I N G C  command, f i n d  the co r rec t  R 1  - M I D S I D  record (FINDC 

f i w s  s rscorl wi th  a ca lcu lated key - MIDSID) 

Using t!x OP-irlPO command on the set with R 1  M I D S I D  as owner and 

R6 - PKEY t15 nanber, f i n d  a l l  o f  the R6 - PKEY records w i t h  the  

cor rec t  SDF and TIME (ORTNPO f inds  and gets a record p o s i t i o n a l l y  

w i t h i n  a set )  

Repeat A through fl <or -5% o f  the input  records t o  the  data 

base. Mean s t a t i s t i c s  given i n  query t a b l e  are for  one i t e r a t i o n  

o f  t h i s  loop. 

- 

E.) 

9,) OBTNI indexed value, on PKEYs (5%) - 
A. )  Read i n  a record f rom the same f i l e  used t o  load the data base, 

t o  get an MII), SID, SDF and TIME 

I 11-4 



B.) Using the F I N D I  command on the indexed ,tern, f i n d  a l l  the R6 PKEY - 
records w i t h  the  cor rec t  MID,  SID, SIIF and TIME ( F I N D I  f inds  an 

'I i ndex ed 'I r ec (I r d  ) 
Repeat A and R f o r  5% o f  the  input  records t o  the  data base. 

S t a t i s t i c s  Given i n  query t a b l e  are f o r  one i t e r a t i o n  o f  t h i s  

1 oop. 

C.) 

la.) Find MESSAGE sequent ia l ly  ( f i r s t  5%) 

A. )  Using the OBTNAP comand, access t h e  "FIRST" R5 MESSAGE record i n  

the  named area. 

e n t i r e  data base as a sequential f i l e )  

- 
(9BTNAP f i n d s  and gets a record by t r e a t i n g  the 

R.) Repeat F above, accessing t h e  "NEXT" R5 - MESSAGE record each t ime 

i n  the named area f o r  5% o f  the R 5  - MESSAGE records. Mean 

s t a t i s t i c s  given i n  query t a b l e  are f o r  one i t e r a t i o n  o f  t h i s  

1 oop. 
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APPENDIX I V  

POST-PU8LISHED ORACLE TEST RESULTS 

T h i s  appendix i s  reserved f o r  future ORACLE t e s t  results t o  be added 

t o  the document as they become available.  
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